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ABSTRACT 

Accurate sales prediction is crucial for effective inventory management, marketing strategies, and operational 

planning in the retail sector. This research focuses on developing a robust sales prediction model by employing 

advanced data preprocessing techniques, feature engineering, and machine learning. The dataset used in this 

study includes various features related to retail outlets and products, which are preprocessed to ensure data 

quality and relevance. Key steps include handling missing values through mode-based imputation, encoding 

categorical variables using label encoding, and constructing new features to enhance predictive capability. A 

novel feature, Outlet Years, was engineered to represent outlet age, potentially capturing the impact of outlet 

longevity on sales. Irrelevant and redundant features were eliminated to reduce dimensionality and prevent 

overfitting. This comprehensive preprocessing framework ensures that the dataset is well-prepared for the 

subsequent modeling phase, aiming to achieve high prediction accuracy. The study demonstrates the 

significance of meticulous data preprocessing in building reliable predictive models for the retail industry. 

Future work will involve evaluating the impact of different machine learning algorithms on prediction accuracy 

and refining the model based on these findings. 

 

 

INTRODUCTION 

In the rapidly evolving retail sector, predicting sales accurately is a key determinant of success for businesses. 

Sales prediction plays a vital role in optimizing inventory management, formulating effective marketing 

strategies, and planning supply chain operations. The ability to foresee future sales trends allows retailers to 

minimize costs, avoid overstocking, and cater to customer demand efficiently. As a result, data-driven sales 

prediction has gained considerable attention, leveraging advancements in machine learning and data analytics. 

This study focuses on developing a predictive model for retail sales using a dataset containing various features 

related to retail outlets, products, and sales figures. The dataset encompasses diverse categorical and numerical 

variables that capture important aspects of sales, including product attributes, outlet characteristics, and 

operational factors. However, real-world data is often incomplete, noisy, and contains redundant information, 

necessitating comprehensive preprocessing to ensure quality input for machine learning models. 

To address these challenges, this research employs a systematic data preprocessing approach that includes 

handling missing values, encoding categorical variables, and feature engineering. A critical aspect of 

preprocessing involves imputing missing values accurately, particularly in categorical variables like Outlet Size, 

where mode-based imputation is applied based on outlet type categories. Additionally, categorical data is 

converted to numerical form using label encoding, facilitating its use in machine learning algorithms. Feature 

engineering is also utilized to create a new feature, Outlet Years, which captures the operational age of an outlet 

and its potential influence on sales performance. Furthermore, unnecessary columns are removed to reduce 

dimensionality and improve the dataset's relevance to the prediction task. 

The primary aim of this study is to establish a robust preprocessing framework that enhances the accuracy and 

reliability of sales prediction models. This research highlights the importance of thorough data preparation in 

predictive analytics, demonstrating how preprocessing techniques can significantly impact model performance. 

Future work will involve applying various machine learning algorithms to the preprocessed dataset to identify 

the most effective approach for predicting retail sales. The insights gained from this study will contribute to the 

development of more accurate predictive models, enabling retailers to make data-driven decisions and optimize 

their operations. 
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OBJECTIVES 

The primary objectives of this research are as follows: 

1. To Develop a Sales Prediction Model: Build a robust and accurate model capable of predicting future 

sales based on a variety of features, including outlet and product characteristics. 

2. To Implement Effective Data Preprocessing Techniques: Apply a series of preprocessing steps, 

including handling missing values, encoding categorical variables, and eliminating irrelevant features, to 

ensure the dataset is suitable for machine learning. 

3. To Engineer Relevant Features: Create and integrate new features, such as Outlet_Years, that capture 

important factors affecting sales, improving the predictive power of the model. 

4. To Explore the Impact of Categorical Encoding: Investigate the effectiveness of label encoding for 

categorical variables and assess how different encoding strategies affect the model's performance. 

5. To Assess the Influence of Data Quality on Prediction Accuracy: Evaluate how data imputation, feature 

selection, and engineering affect the accuracy and reliability of the sales prediction model. 

6. To Provide Insights for Retail Business Decision-Making: Leverage the insights gained from the 

predictive model to offer actionable recommendations for retail business strategies, such as inventory 

management, marketing, and sales forecasting. 

7. To Explore Machine Learning Algorithms for Sales Prediction: Investigate various machine learning 

algorithms, such as regression models, decision trees, or ensemble methods, to determine the most 

effective approach for sales prediction using the preprocessed data. 

 

PURPOSE 

The primary purpose of this research is to develop a predictive model for sales forecasting in the retail sector by 

leveraging data preprocessing techniques, feature engineering, and machine learning algorithms. The research 

aims to improve the accuracy and reliability of sales predictions, which are critical for effective inventory 

management, demand forecasting, and optimizing marketing strategies. By applying advanced data processing 

methods and building a robust model, this study seeks to provide valuable insights that can help retailers make 

data-driven decisions, enhance operational efficiency, and reduce costs.Additionally, this research aims to 

contribute to the field of predictive analytics by demonstrating the importance of meticulous data preparation 

and the use of feature engineering in improving model performance. It will also evaluate the effectiveness of 

different machine learning approaches in the context of sales prediction, offering valuable lessons for future 

studies in similar domains. 

SCOPE 

This project is dedicated to accurately detecting and classifying brain tumors from MRI images using 

Convolutional Neural Networks (CNNs). It encompasses several crucial phases to ensure a robust and reliable 

system. The process begins with data collection and preprocessing, utilizing a comprehensive dataset of MRI 

images divided into four categories: glioma tumor, meningioma tumor, pituitary tumor, and no tumor. 

Preprocessing includes resizing images to a standard 256x256 pixels, normalizing pixel values, and employing 

data augmentation techniques like rotation, zoom, and shifts to enhance dataset diversity. In the model 

development phase, a CNN is designed with multiple convolutional layers for extracting features, max-pooling 

layers for dimensionality reduction, dropout layers to mitigate overfitting, and fully connected layers for 

classification. The model is compiled using the Adam optimizer and categorical cross-entropy loss function, 

aiming for efficient training and convergence. During the training and validation phase, the model is trained 

on the preprocessed data with appropriate batch sizes and epochs, while performance is closely monitored on a 

separate validation set to fine-tune hyperparameters and prevent overfitting. The project's evaluation stage 

assesses the trained model’s effectiveness using metrics like accuracy, precision, recall, F1-score, and confusion 

matrices, identifying strengths and potential areas for improvement. For the application and visualization 

phase, predictions are demonstrated through visualizations, showcasing the model's ability to classify MRI 

images accurately, while interpretability tools are provided to explain the decision-making process. Finally, 

detailed documentation and reporting are maintained, covering every aspect of the workflow—from data 

preprocessing and model development to training, evaluation, and analysis—culminating in a comprehensive 

report that summarizes the findings and outlines future research and clinical applications. This project aims to 

offer a reliable deep learning solution for early and accurate brain tumor diagnosis, contributing valuable 

insights into medical image analysis. 
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EXISTING SYSTEMS 

Sales prediction is a critical task for businesses across various industries, particularly in retail, where accurate 

forecasts are essential for managing inventory, optimizing supply chains, and improving customer satisfaction. 

In the retail sector, existing sales prediction systems typically rely on a combination of historical sales data, 

product features, and outlet characteristics to predict future sales. These systems employ a range of 

methodologies, from traditional statistical techniques to more advanced machine learning models. 

Traditional Sales Prediction Methods 

Historically, sales prediction has been based on statistical methods such as linear regression, time series 

analysis, and exponential smoothing. These models use historical data to identify trends and make forecasts. 

Time series forecasting, in particular, is widely used for sales prediction as it takes into account patterns in data 

over time, such as seasonality and trends. However, traditional methods often struggle with capturing complex 

relationships in the data, particularly when there are many influencing factors (e.g., product type, outlet size, 

promotional activities) or when data is missing or noisy. 

• Linear Regression: Often used to predict continuous variables, linear regression models are simple 

and interpretable but may not capture the non-linear relationships inherent in retail sales data. 

• Time Series Models: Techniques such as ARIMA (AutoRegressive Integrated Moving Average) or 

Holt-Winters Exponential Smoothing are frequently used for sales forecasting, especially when 

seasonal trends are evident. However, these models are limited in their ability to incorporate large, 

diverse datasets and complex features. 

Machine Learning Models in Sales Prediction 

In recent years, machine learning (ML) techniques have gained popularity for sales prediction, as they can better 

handle large and complex datasets, including both numerical and categorical variables. Various supervised 

learning algorithms are now commonly used in retail sales forecasting, offering the advantage of automated 

model tuning and the ability to capture non-linear relationships. 

• Decision Trees: Decision trees, such as CART (Classification and Regression Trees), can predict sales 

by learning simple decision rules derived from the features in the dataset. These models provide clear 

insights into how different factors contribute to the predicted outcome. However, they can overfit if not 

carefully tuned. 

• Random Forests: As an ensemble method of decision trees, random forests improve upon decision 

trees by averaging predictions from multiple trees to reduce overfitting and improve prediction 

accuracy. They are particularly effective for handling large, high-dimensional datasets. 

• Gradient Boosting Machines (GBM): This ensemble technique builds multiple models in a sequential 

manner, with each new model trying to correct the errors of the previous one. Algorithms like 

XGBoost and LightGBM have become particularly popular for their high performance in predictive 

tasks, including sales forecasting. 

• Neural Networks: Artificial neural networks, particularly deep learning models, have been used in 

some advanced sales prediction systems. These models excel at recognizing complex patterns in large 

datasets and are often used when large amounts of data and computational resources are available. 

Limitations of Existing Systems 

While existing sales prediction systems based on traditional methods and machine learning models have shown 

promise, they often face several challenges: 

• Data Quality: Many models struggle with missing or inconsistent data, which is common in real-world 

retail datasets. The imputation of missing values, the handling of outliers, and the management of noisy 

data are crucial for improving model accuracy. 

• Feature Engineering: Identifying and creating relevant features from raw data remains one of the 

most challenging aspects of sales prediction. The success of a model is often heavily dependent on the 

quality of the features engineered from the data. 

• Complexity of Retail Data: Retail sales are influenced by a multitude of factors, including product 

type, promotions, outlet location, outlet size, and external factors such as holidays and weather. 

Capturing these factors requires careful modeling and can be computationally intensive. 

• Overfitting: With highly flexible models like decision trees and neural networks, there is a risk of 

overfitting, where the model learns to predict the training data too closely, leading to poor 

generalization to unseen data. 
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Current Gaps and Opportunities for Improvement 

Despite the advancements in machine learning, there are still areas for improvement in existing sales prediction 

systems: 

• Integration of Multiple Data Sources: Many existing systems rely on sales data alone, ignoring 

external factors like weather, economic conditions, or social media sentiment. Incorporating these 

external factors could lead to more robust and accurate predictions. 

• Real-time Predictions: Current systems often make predictions based on historical data, without 

considering real-time changes or trends. Incorporating real-time data can allow businesses to adapt 

quickly to changing market conditions. 

• Explainability: Machine learning models, especially deep learning models, are often criticized for 

being black-box systems, where the reasons behind predictions are not clear. Increasing model 

transparency and interpretability is essential for businesses to trust and act on model predictions. 

 

PROPOSED SYSTEM 

The proposed system aims to enhance the accuracy and reliability of sales prediction for retail outlets by 

leveraging advanced data preprocessing techniques, feature engineering, and machine learning models. Unlike 

traditional systems that focus solely on historical sales data, our approach incorporates a holistic preprocessing 

framework that ensures data quality and relevance, providing a robust foundation for predictive modeling. 

The system integrates the following components: 

1. Data Preprocessing and Cleaning 

Effective sales prediction requires clean, well-structured data. The proposed system includes a comprehensive 

data preprocessing pipeline to address common challenges such as missing values, noisy data, and irrelevant 

features. The key steps in the preprocessing phase are as follows: 

• Missing Value Imputation: Missing values in the Outlet_Size column are imputed using the mode of 

the corresponding Outlet_Type. This ensures that missing values are replaced with the most frequent 

value for the respective outlet type, preserving the categorical integrity of the data. 

• Categorical Encoding: Categorical variables, such as Item_Fat_Content, Outlet_Location_Type, 

Outlet_Type, and Item_Type_Combined, are encoded using label encoding. This process converts 

categorical data into numerical format, making it compatible with machine learning algorithms. 

• Feature Selection: Irrelevant and redundant features, such as Outlet_Establishment_Year and 

Item_Type, are removed from the dataset to reduce dimensionality and prevent overfitting. This 

ensures that only the most significant features are used in model training. 

• Feature Engineering: New features are created to capture important aspects of the dataset. One such 

feature, Outlet_Years, represents the age of an outlet, which may have a direct impact on sales 

performance. This engineered feature enhances the predictive power of the model. 

2. Machine Learning Model Development 

Once the data is preprocessed, the next step is to build a predictive model. The proposed system utilizes 

machine learning algorithms to forecast sales based on the cleaned and transformed dataset. Several algorithms 

are considered to identify the most effective model for the given problem: 

• Decision Trees: These models are used to capture simple decision rules based on the input features. 

Decision trees offer interpretability, which allows for understanding the importance of different 

features in sales prediction. 

• Random Forests: An ensemble of decision trees, random forests aggregate predictions from multiple 

trees, reducing overfitting and improving generalization. This model is well-suited for handling high-

dimensional datasets like those found in retail sales prediction. 

• Gradient Boosting Machines (GBM): GBM algorithms, such as XGBoost and LightGBM, are 

applied to improve predictive accuracy by iteratively correcting errors made by previous models. These 

algorithms have proven to be highly effective in predictive tasks due to their ability to learn from 

residuals and minimize bias. 

• Neural Networks: In cases where a large dataset and computational power are available, deep learning 

models such as artificial neural networks may be explored. These models are capable of capturing 

complex, non-linear relationships between features and sales. 
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3. Model Evaluation and Tuning 

To ensure that the proposed system provides accurate and reliable predictions, several evaluation metrics are 

used: 

• Accuracy: The overall percentage of correct predictions. 

• Precision and Recall: These metrics evaluate the model's performance in predicting sales for different 

categories, particularly in the case of imbalanced datasets. 

• F1-Score: The harmonic mean of precision and recall, which provides a balanced measure of model 

performance. 

• Cross-Validation: K-fold cross-validation is employed to assess the model’s generalization ability and 

reduce the risk of overfitting. This technique divides the data into multiple folds, ensuring that the 

model is trained and validated on different subsets of the data. 

Hyperparameter tuning techniques, such as grid search or random search, are employed to optimize the model’s 

parameters, improving its predictive performance. 

4. Real-time Sales Prediction and Adaptation 

One of the key differentiators of the proposed system is its ability to incorporate real-time data. In contrast to 

existing systems that primarily rely on historical data, the proposed system allows for dynamic predictions based 

on the most recent sales and outlet data. This can be particularly valuable in scenarios where quick adjustments 

are needed due to market shifts, seasonal changes, or unforeseen events. Real-time sales predictions enable 

businesses to: 

• Optimize inventory levels 

• Adjust marketing campaigns based on current demand 

• Respond swiftly to changing consumer behavior or external factors 

5. Explainability and Interpretability 

While machine learning models, particularly deep learning models, can be seen as black boxes, the proposed 

system places a strong emphasis on model interpretability. Decision trees, random forests, and gradient boosting 

models provide clear insights into feature importance and how different variables influence sales predictions. 

This transparency allows business stakeholders to understand the rationale behind predictions, fostering trust 

and enabling data-driven decision-making. 

6. System Integration and User Interface 

The proposed system is designed to integrate seamlessly into existing retail operations. A user-friendly interface 

allows users to input new data, such as upcoming promotional events or store-specific conditions, and obtain 

updated sales predictions. The system can be easily adapted to accommodate future updates to the dataset, 

ensuring its longevity and scalability. 

 

METHODOLOGY 

The methodology section outlines the systematic approach used to develop a sales prediction model for retail 

outlets. This research involves several key steps: data collection, data preprocessing, feature engineering, model 

development, model evaluation, and system implementation. The following sections provide a detailed 

description of each phase of the proposed methodology. 

1. Data Collection 

The dataset used for this study contains information about retail outlets, products, and sales performance. It 

includes both categorical and numerical features such as: 

• Outlet Information: Outlet type, location, size, and establishment year. 

• Product Information: Item type, fat content, and sales performance. 

• Sales Data: Sales figures for each outlet and product. 

The dataset is provided in a structured format, with missing values, outliers, and categorical variables that 

require preprocessing. 

2. Data Preprocessing 

Data preprocessing is a crucial step to ensure that the dataset is suitable for model development. The 

preprocessing pipeline includes the following stages: 

Handling Missing Values: 

For categorical variables, missing values in columns such as Outlet_Size are imputed based on the mode of the 

Outlet_Type. This ensures that missing values are filled in with the most frequent value for each outlet type.For 
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numerical variables, missing values may be imputed with the median or mean, or in some cases, they may be 

left for removal if they represent a small portion of the dataset. 

Categorical Data Encoding: Categorical variables such as Item_Fat_Content, Outlet_Location_Type, 

Outlet_Type, and Item_Type_Combined are transformed into numerical format using Label Encoding. This 

process assigns a unique integer value to each category, making the data compatible with machine learning 

algorithms. 

Feature Engineering: 

A new feature, Outlet_Years, is engineered to represent the age of an outlet by subtracting the 

Outlet_Establishment_Year from the current year (2013). The age of an outlet is hypothesized to impact sales, 

with older outlets potentially having more established customer bases. 

Irrelevant or redundant features such as Item_Type and Outlet_Establishment_Year are removed to reduce 

dimensionality and enhance model performance. 

Feature Scaling: Continuous numerical features (e.g., sales) are scaled using standardization or normalization 

techniques to bring all features to a similar range, preventing any feature from dominating due to its larger scale. 

 

3. Model Development 

After preprocessing the data, various machine learning algorithms are applied to develop the sales prediction 

model. The primary objective is to identify the model that delivers the highest predictive accuracy. 

• Decision Trees: A decision tree model is used as a baseline. It splits the dataset into subsets based on 

the most significant features, learning decision rules that are easy to interpret. 

• Random Forests: Random forests, an ensemble learning method, are applied to improve predictive 

accuracy by averaging the predictions from multiple decision trees. This method helps mitigate 

overfitting and enhances generalization. 

• Gradient Boosting Machines (GBM): A series of sequential models is built, where each new model 

attempts to correct the errors made by previous models. Algorithms like XGBoost and LightGBM are 

used to optimize performance and reduce bias. 

• Neural Networks: For large datasets, deep learning models are explored. These models can capture 

complex, non-linear relationships between the input features and the target variable (sales). However, 

neural networks are computationally intensive and are only applied if necessary. 

4. Model Evaluation 

To evaluate the performance of the sales prediction models, several metrics are employed: 

• Accuracy: Measures the overall correctness of the model by comparing the predicted and actual sales 

values. 

• Precision and Recall: These metrics evaluate the model's ability to correctly classify sales into 

different categories (e.g., high sales vs. low sales). Precision measures the accuracy of positive 

predictions, while recall measures the ability to identify positive instances. 

• F1-Score: The harmonic mean of precision and recall, providing a balanced evaluation metric when the 

data is imbalanced. 

• Cross-Validation: K-fold cross-validation is used to assess the model's generalization ability. The 

dataset is split into multiple folds, and the model is trained and validated on different subsets to ensure 

it performs well on unseen data. 

• Confusion Matrix: This matrix helps to visualize the performance of classification models by showing 

the true positives, true negatives, false positives, and false negatives. 

Additionally, hyperparameter tuning techniques, such as Grid Search and Random Search, are used to fine-

tune the model’s parameters and improve predictive performance. This step helps to identify the optimal settings 

for each model and ensure the best possible predictions. 

5. Real-time Sales Prediction 

The system is designed to make real-time predictions based on the most current data. This involves: 

• Continuously updating the model as new sales data becomes available. 

• Using the trained model to forecast sales for new or unseen data, adjusting for changes in outlet 

characteristics or external factors like promotions or holidays. 

6. System Implementation and Integration 
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Once the best-performing model is selected, it is integrated into a user-friendly interface for easy use by retail 

stakeholders. The system allows users to: 

• Input data for new products or outlets. 

• Receive real-time sales predictions. 

• Visualize results and understand the impact of different factors on sales. 

The proposed system is designed to integrate seamlessly with existing retail operations, making it easy to adopt 

without significant infrastructure changes. 

 
Figure 1: Architecture of the sales predection model       
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Figure 2: Item list displayed. 
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Figure 3: Feature importance  

 

 

 
Figure 4: Model coefficient 

 

RESULTS AND DISCUSSION  

Explanation of the Output: 

1. Predictors: 

You have identified the predictor variables (predictors) by excluding the target variable and ID columns 

from the training dataset. These predictors are the independent variables that will be used to predict the 

target variable (sales in this case). 

2. Ridge Regression Model (alg2): 

⚫ alpha=0.05: This is the regularization parameter for Ridge regression. A small value like 0.05 suggests 

relatively weak regularization, meaning the model is allowed to learn complex patterns but still has some 

regularization to prevent overfitting. 
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⚫ normalize=True: This means that the predictors are normalized (scaled to have a mean of 0 and standard 

deviation of 1) before fitting the model, which is important for regularized regression techniques like 

Ridge. 

3. Model Coefficients: 

⚫ You calculated the model coefficients (the weights assigned to each predictor) and visualized them using a 

bar plot. The plot shows the relative importance of each feature, helping you understand which features 

have the most influence on the sales prediction. 

⚫ The coefficient values from Ridge regression are adjusted for multicollinearity and are useful for 

interpreting the relationship between predictors and the target. 

Cross-Validation (CV) Results: 

Mean CV Score: 1204 

Standard Deviation: 42.83 

Max CV Score: 1288 

Min CV Score: 1151 

These results show how well your Ridge regression model generalizes to unseen data. The mean CV score of 

1204 indicates the average performance of the model across different folds in cross-validation. The standard 

deviation of 42.83 suggests some variability in the model’s performance, while the min/max scores give an 

indication of the best and worst predictions. 

4. Interpretation of the Results: 

• Model Performance: The model seems to be performing reasonably well, with a CV mean score of 

around 1204, which can be compared against other models to assess its relative effectiveness. 

• Coefficients: The coefficients’ bar plot helps to visually assess which features (predictors) are 

contributing the most to the prediction of sales. A higher positive coefficient suggests a direct 

relationship with sales, while a negative coefficient suggests an inverse relationship. 

• Cross-validation: The range of cross-validation scores (1151 to 1288) shows that the model's 

performance is relatively stable but might be slightly sensitive to the data folds, as indicated by the 

standard deviation. 
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CONCLUSION 

In conclusion, this project successfully developed a sales prediction model using machine learning techniques, 

specifically focusing on Ridge regression. The model was trained and evaluated on a dataset that included 

various factors such as outlet type, product characteristics, and sales data. Through extensive data preprocessing, 

feature engineering, and model optimization, the final model demonstrated a reliable performance with a mean 

cross-validation score of 1204, indicating its potential to predict sales with a reasonable degree of accuracy.The 

insights derived from the model coefficients have provided valuable information about the relationships between 

different features and sales performance, helping to understand which factors most significantly impact sales 

predictions. The ability to forecast sales can lead to better inventory management, improved marketing 

strategies, and optimized operational decisions for retail outlets.While the model performed well, further 

enhancements can be made by experimenting with additional machine learning algorithms and incorporating 

more advanced feature engineering techniques. Additionally, real-time prediction capabilities can be integrated 

to make dynamic adjustments to forecasts as new data becomes available. 
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This project has contributed to the practical application of business analytics in the retail sector and has provided 

a solid foundation for future work in sales prediction and optimization. By leveraging machine learning 

techniques, retail businesses can gain valuable insights that drive data-driven decision-making, ultimately 

enhancing their profitability and operational efficiency. 
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