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ABSTRACT 

Low-resolution (LR) images pose a significant challenge for accurate character recognition, especially in real-

world applications such as license plate identification and traffic surveillance. This paper presents a deep 

learning framework inspired by Alternative Collaborative Learning (ACL), designed to enhance recognition 

performance in degraded visual conditions. The proposed method integrates a Deep Back-Projection Network 

(DBPN) for image super-resolution with a convolutional OCR model, trained using a two-phase alternative 

collaborative strategy. Specifically, during training, the SR and OCR networks are alternately optimized while 

the other is frozen, enabling stable convergence and mutual reinforcement. A custom dataset of 11,000 high-

resolution license plate images was used, where HR images (180×64) were downscaled by a factor of 4 to 

generate LR inputs (45×16). The model was evaluated using Peak Signal-to-Noise Ratio (PSNR) and mean 

Average Precision (mAP) metrics. For a scale factor of ×4, The ACL framework outperformed traditional super-

resolution pipelines and baseline OCR models. This demonstrates the effectiveness of collaborative learning for 

robust character recognition in low-quality images. 
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INTRODUCTION  

In recent years, character recognition has become one of the important applications in the field of computer 

vision. It is used in various areas such as license plate recognition, document scanning, smart traffic 

monitoring, and surveillance systems. The main goal of character recognition is to accurately detect and 

interpret text from images. 

However, the accuracy of character recognition systems significantly drops when the input image is of low 

quality or low resolution. This problem is commonly faced in real-time environments where images are 

captured from a distance, under poor lighting, or through low-quality cameras. Traditional OCR models fail 

to maintain good performance when the image lacks clarity and fine details. 

One of the primary challenges in low-resolution character recognition is the mismatch between training and 

testing domains. Most OCR models are trained on clean, high-resolution (HR) data, but are expected to 

perform on noisy, degraded, or low-quality images in real-world settings. This domain gap leads to poor 

generalization, making standalone OCR systems unreliable in practical deployments such as toll booths, 

parking lots, logistics centers, and urban surveillance systems. 

To address this issue, image super-resolution (SR) has been widely adopted as a pre-processing step to 

enhance LR images before feeding them into recognition models. However, most of the existing methods 

treat super-resolution and OCR as two separate tasks, where the SR model is optimized for pixel accuracy 
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rather than semantic relevance to recognition. As a result, such pipelines may produce visually pleasing 

images but still fail to recover the critical character details necessary for accurate recognition. 

This paper presents a unified framework based on Alternative Collaborative Learning (ACL), which combines 

a Deep Back-Projection Network (DBPN) for super-resolution with a convolutional OCR model. The key idea 

is to train both networks collaboratively through an alternating weight-freezing mechanism, ensuring that the 

SR network learns to enhance features most relevant for recognition. The OCR model is then fine-tuned on 

the super-resolved outputs, further improving its ability to interpret and recognize the characters on 

challenging input conditions. 

In this paper, a collaborative learning method known as Alternative Collaborative Learning (ACL) is 

implemented. The ACL model is trained in two phases: first, the SR model is trained while freezing the OCR 

model, and then the OCR model is trained while freezing the SR model. This two-phase training helps in 

improving both the image quality and the recognition accuracy. 

The dataset used contains 11,000 high-resolution license plate images which were downscaled by a factor of 

4 to create low-resolution inputs. The system is evaluated using metrics such as Peak Signal-to-Noise Ratio 

(PSNR) and mean Average Precision (mAP). The proposed method achieved a PSNR of 27.2 dB and an 

mAP of 81.10% for scale factor ×4, showing better performance than traditional methods. 

 

LITERATURE REVIEW  

Optical Character Recognition (OCR) has been extensively studied for recognizing printed and handwritten 

text. Traditional OCR engines like Tesseract perform well on clean, high-resolution documents but struggle 

with noisy or low-resolution inputs, limiting their use in real-world scenarios like surveillance or traffic 

monitoring. 

Super-resolution (SR) techniques aim to restore high-resolution images from their low-resolution counterparts. 

Early methods like SRCNN (Super-Resolution Convolutional Neural Network) laid the foundation for 

learning-based SR approaches by directly learning an end-to-end mapping between LR and HR images. 

Deep Back-Projection Networks (DBPN) introduced iterative up- and down-sampling projections to refine 

image quality, making them highly effective for restoring fine details in low-resolution inputs. DBPN has 

shown strong performance in text-based SR tasks due to its ability to recover sharp edges and textures. 

SwinIR, a transformer-based SR model, has gained popularity for image restoration. Although powerful,  

transformer-based SR models are computationally expensive and may not generalize well for text-specific 

regions unless trained explicitly for character restoration. 

While SR models can enhance visual clarity, they do not guarantee better recognition accuracy. Most SR 

methods are optimized for image quality metrics like PSNR or SSIM, and not for semantic recognition, 

leading to a disconnect between visual and functional improvements. 

To improve OCR performance on LR images, some studies use a pipeline where SR and OCR models are 

trained independently. However, this approach does not allow the SR model to learn what features are 

important for recognition, resulting in suboptimal performance. 

Collaborative learning has emerged as a solution, where both the SR and OCR models are trained together in 

a unified framework. This allows the SR module to generate outputs that are more beneficial for the 

downstream recognition task. 

The ACL (Alternative Collaborative Learning) method proposed by Lee et al. introduced a two-phase 

training strategy: first training the SR network while freezing the OCR model, and then training the OCR 

model while freezing the SR network. This weight-freezing technique ensures stable convergence and avoids 

conflicting gradients. 

The ACL approach also introduced a global image feature extraction strategy instead of using small local 

patches. This prevented artifacts like visible grid lines and ensured that entire character sequences were 

preserved during SR training. 

Previous works like PlugNet and TBSRN attempted similar collaborative training for text recognition, but 

either required large-scale pre-training or lacked flexibility in alternating training phases, which ACL 

effectively solves. 

In low-quality legacy content such as license plates or scene text, ACL-based models have shown significant 

improvement in recognition accuracy compared to models that perform SR or OCR alone. 
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Recent GAN-based methods such as MTGAN have been applied to jointly perform SR and recognition but 

often suffer from instability during training and require adversarial loss balancing, which is bypassed in the 

ACL method through a simpler two-stage design. 

Other collaborative learning studies such as SING (for person re-identification) and IEN (for object 

detection) have validated the effectiveness of joint SR-task training, but these have not been directly applied 

to character recognition domains. 

ACL also emphasizes loss balancing between SR and OCR objectives using a weighting parameter α. This 

balance ensures that the model does not overfit to reconstruction while still optimizing for recognition 

accuracy. 

Compared to fine-tuning-based approaches, ACL provides a more principled framework by embedding 

recognition objectives directly into SR training. This leads to measurable gains in mAP (mean Average 

Precision) and PSNR, especially at higher scale factors such as ×4. used. 

 

DATASET 

In this project, a synthetic dataset of license plate images was generated to simulate a real-world vehicle 

identification system. The dataset comprises a total of high resolution images of license plates, each 

annotated with the corresponding character sequence as ground-truth labels. These images were designed to 

reflect real-world variations in font style, spacing, and character composition. 

The dataset was split into 80% training and 20% testing. Each license plate image is labeled with its 

corresponding character sequence. All images were synthetically generated to reflect real-world variations in 

plate formats, fonts, and spacing. 

SYSTEM ARCHITECTURE 

 
 

A. Deep Back-Projection Network (DBPN) Algorithm 

The DBPN is a deep neural architecture used for image super-resolution (SR). It is specifically designed to 

iteratively refine feature representations by learning both up-projection and down-projection units. These 

projections enable the model to progressively learn the relationship between low-resolution (LR) and high-

resolution (HR) image spaces. 

Key Components of DBPN: 

Initial Feature Extraction: 

The Feature Extraction Layer is the first step in the Deep Back-Projection Network (DBPN). Its main goal is 

to convert the raw pixel data from a low-resolution image into a higher-dimensional feature space that can be 

efficiently processed by the network layers. 

Functionality: 

A convolutional layer is applied with a set of learnable filters (also called kernels) that slide across the image 

and extract localized features such as Edges, Corners, Texture gradients, Line patterns relevant to characters. 
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Let the input LR image be denoted as   . The convolution operation is defined as: 

       

Where: 

 is the weight matrix of the convolutional filters,  

 is the bias term, function. 

 represents the convolution operation,  

 is the Rectified Linear Unit activation. 

Settings in DBPN: 

Filter Size:  3×3 

Number of Filters: 64 

  Stride: 1 

Padding: Same 

Activation:  

This layer preserves the spatial dimensions of the LR image while increasing the depth of the representation. 

The output  is a feature map that is passed to the next layer, that is up-projection. 

 

Up-Projection Units: 

The Up-Projection Unit is responsible for increasing the spatial resolution of the feature map. This process 

mimics "up sampling" in standard CNNs but is learned through transposed convolution filters, making it 

adaptive to the data. 

Operation: 

Let’s denote the input LR feature map as . The up-projection layer generates an intermediate HR feature 

map: 

 
Where: 

  is a learned transposed convolution operator. 

  is the residual calculated by projecting back to LR and again up to HR, ensuring error 

correction. 

This mechanism improves resolution by learning the missing pixel-level details instead of naïvely interpolating 

them. 

 

Down-Projection Units: 

The Down-Projection Unit reverses the upscaling process, converting HR features back to LR to assess 

reconstruction quality. The aim is to compare the generated LR with the original input and refine the model by 

minimizing error. 

 
This step ensures that both directions (up and down) are optimized, allowing the model to correct and adjust 

features at every step, which is especially helpful for fine character details. 

 

Iterative Projections and Concatenation: 

The up- and down-projection units are repeated K times (e.g., 7 up and 6 down). 

Every up-projected feature map is stored and finally concatenated along the depth dimension to form a rich 

representation: 

 
This concatenated tensor captures multi-stage information, enabling the model to integrate hierarchical spatial 

details across projections. 

 

Reconstruction Layer: 
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Finally, the concatenated feature maps are passed through a 1×1 convolution layer to generate the final super-

resolved image: 

 
The network is trained using an L2 loss Mean Squared Error (MSE) between  and the ground truth HR 

image  : 

                          

 

 

B. Convolutional Neural Network -Based Optical Character Recognition  Model 

The second major component of the proposed system is a deep Convolutional Neural Network (CNN) used 

for Optical Character Recognition (OCR). Its primary goal is to accurately recognize character sequences 

from the enhanced high-resolution (HR) license plate images produced by the Super-Resolution model. 

This OCR model is designed to perform end-to-end character recognition, transforming an input image into 

a sequence of predicted characters. The architecture consists of multiple convolutional, activation, and 

classification layers, making it robust against minor distortions and variations in character appearance. 

 

Input Preprocessing 

The input to the OCR model is a high-resolution image of size 180×64 pixels. These images are either: 

 Original HR images (during individual OCR training), or 

Super-resolved outputs from the DBPN (during collaborative learning). 

Each image is normalized by scaling pixel values to the range [0, 1]. This ensures stable gradient updates 

during training. 

 

Convolutional Feature Extractor: 

The feature extractor is composed of multiple stacked convolutional layers, each followed by Batch 

Normalization, ReLU activation, and Max Pooling. These layers progressively capture: 

Low-level features: lines, curves, corners. 

Mid-level features: strokes, character shapes 

High-level semantic patterns 

Let the input be  . The output after applying the first convolutional block can be represented as: 

 
This process is repeated across 4 to 6 convolutional blocks, with increasing filter depth and decreasing 

spatial resolution, transforming the 2D image into a compact, meaningful representation of character 

features. 

 

Flattening and Fully Connected Layers: 

Once spatial features are extracted, the output tensor is flattened into a 1D vector: 

 
This flattened feature vector is passed through fully connected layers, which act as a classifier. The final 

layer contains neurons equal to the total number of character classes (A–Z, 0–9, and blank for spacing if 

using CTC). 

Output and Prediction: 

The last layer uses a Softmax activation to generate probabilities for each class: 

 
Where: 

 is the predicted probability for class iii, 
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is the total number of character classes (typically 36 for A–Z + 0–9), 

is the input to the softmax from the fully connected layer. 

The final output is a sequence of characters decoded based on the most probable classes at each timestep or 

region. 

 

Loss Function: 

The OCR model is trained using Cross-Entropy Loss, a standard classification loss function. For a given sample 

with true label and predicted distribution , the loss is calculated as: 

 
Where: 

is a one-hot encoded true label, 

 is the predicted probability for class . 

 

 

C. Alternative Collaborative Learning () Framework 

The Alternative Collaborative Learning (ACL) framework is the central innovation of this project, aimed at 

improving character recognition in low-resolution (LR) images by training a Super-Resolution (SR) model 

and an Optical Character Recognition (OCR) model in a cooperative and coordinated manner. Unlike 

traditional pipelines where SR and OCR models are trained separately, ACL introduces a two-phase alternate 

training strategy that allows both networks to benefit from each other’s learning objectives. 

In real-world scenarios such as traffic surveillance, captured license plate images often suffer from poor 

resolution and degraded quality. While super-resolution techniques can visually enhance images, they do not 

guarantee better OCR performance. Similarly, OCR models trained on clean, high-resolution images perform 

poorly on super-resolved or noisy data. Therefore, a unified training framework is needed where both 

enhancement and recognition objectives are learned together. 

The ACL framework solves this by introducing a collaborative training mechanism where the SR and OCR 

networks alternate between being trainable and frozen, allowing each to guide the learning of the other. 

The proposed ACL system comprises two deep learning models: 

 A Deep Back-Projection Network (DBPN) for enhancing LR images. 

A CNN-based OCR network for recognizing character sequences from enhanced images. 

These models are integrated in a way that allows backpropagation of the recognition loss through the frozen 

OCR model to influence the training of the SR model, thereby creating a closed learning loop. 

The training process is divided into two alternating phases, each targeting a different network while freezing 

the other: 

 

Phase 1: Super-Resolution Model Training: 

The OCR model’s weights are frozen. 

The DBPN is trained using both: 

 Reconstruction loss ( ) between the predicted and ground truth HR images. 

Recognition loss ( ) obtained from the frozen OCR model. 

This forces the SR network to enhance regions critical for accurate character recognition rather than simply 

optimizing pixel accuracy. 

The total loss during this phase is: 

     
Where: 

α is a weighting parameter (set to 0.01) to balance visual enhancement and recognition quality 

 

Phase 2: OCR Model Training: 

The SR model’s weights are frozen. 
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The OCR model is trained using the super-resolved images generated in Phase 1. 

The standard categorical cross-entropy loss is used to fine-tune the OCR model to the output 

distribution of the SR model. 

This back-and-forth optimization continues for several epochs, typically until both SR and OCR losses 

converge or desired performance is achieved. 

Each model indirectly improves the other. The SR model learns to generate images more suitable for 

recognition, and the OCR model adapts to the SR image output. 

Freezing the weights of one model during the other's training ensures gradient stability and prevents 

oscillations. 

No adversarial loss (as in GANs) is used, making training faster and more stable. 

The SR model becomes task-aware — it does not just improve image quality visually, but does so in a way 

that maximally benefits character recognition. 

The ACL framework provides a robust training strategy for integrating enhancement and recognition. For 

low-resolution character recognition tasks, especially in domains like license plate identification, ACL ensures 

significant gains in both image quality (PSNR: 27.2 dB) and recognition performance (mAP: 81.10%) when 

compared to conventional non-collaborative training pipelines. 

 

RESULTS 

The performance of the proposed collaborative learning framework was evaluated using a synthetic license 

plate dataset consisting of 11,000 high-resolution images. The models were tested on their ability to 

reconstruct image quality (for the SR network) and accurately recognize character sequences (for the OCR 

network). Evaluation was performed under a scale factor of ×4 , meaning that input images were downscaled 

by 4× to simulate real-world low-resolution inputs. 

 

Evaluation Metrics: 

To quantitatively evaluate the performance of the proposed collaborative learning framework, multiple 

standard metrics were used. These metrics assess both the image enhancement quality of the Super-

Resolution (SR) network and the text recognition performance of the Optical Character Recognition (OCR) 

network. 

 

Super-Resolution Evaluation Metrics 

To evaluate how well the SR model (DBPN) reconstructs high-quality images from low-resolution inputs, 

the following metrics are used: 

 

Peak Signal-to-Noise Ratio (PSNR): 

PSNR is a common metric used to measure the visual quality of the reconstructed image. It compares the 

pixel-wise similarity between the super-resolved output and the ground truth HR image. 

 
Where: 

MAX is the maximum possible pixel value (255 for 8-bit images), 

MSE is the mean squared error between the output and the ground truth. 

Higher PSNR values indicate better reconstruction. In this project, the ACL framework achieved a PSNR of 

27.2 dB for a scale factor of ×4. 

 

 

Structural Similarity Index Measure (SSIM): 

SSIM evaluates image quality based on perceptual differences like brightness, contrast, and structural 

content. It is more aligned with human visual perception than PSNR. 
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Where: 

μ and σ denote mean and standard deviation, 

x and y are the predicted and target images, 

 and  are stability constants. 

Although not computed numerically in this project, SSIM improvements were observed qualitatively via 

sharper edges and better character boundaries. 

 

Character Recognition Evaluation Metrics: 

To assess the accuracy and reliability of the OCR model’s predictions, the following classification metrics 

were used: 

For multi-class character recognition, precision, recall, and F1-score were computed using macro-averaging, 

ensuring equal weight is given to each character class (A–Z, 0–9), regardless of frequency in the dataset. 

Accuracy: 

Measures the overall percentage of correctly predicted characters: 

 
   Where: 

TP = True Positives, TN = True Negatives, 

FP = False Positives, FN = False Negatives 

 

Precision: 

Indicates how many of the predicted characters were actually correct 

 
 

 

Recall (Sensitivity): 

Indicates how many actual characters were correctly predicted by the model. 

 
 

F1-Score 

The harmonic mean of Precision and Recall, giving a single metric that balances both. 

 
 

Super-Resolution Performance: 

The Deep Back-Projection Network (DBPN) was evaluated using Peak Signal-to-Noise Ratio (PSNR), which 

quantifies the reconstruction quality of super-resolved images compared to the ground-truth high-resolution 

images. 

Input LR image size: 45×16 pixels 

Output SR image size: 180×64 pixels 

Average PSNR on test set: 27.2 dB 

This PSNR value confirms the model's ability to restore image features necessary for visual clarity and text 

structure. 

 

Recognition Performance: 

The recognition performance of the CNN-based OCR model was evaluated using mean Average Precision 

(mAP), which is a comprehensive metric used to assess multi-class recognition performance. 

Baseline (OCR on LR images directly): 37.73% mAP 

SR + OCR (independently trained): 65.33% mAP 
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Proposed ACL Framework: 81.10% mAP 

These results show a significant improvement of ~15.77% mAP over non-collaborative models, highlighting 

the effectiveness of ACL-based training in guiding the SR network to produce character-relevant image 

features. 

 

ACL Training Observations: 

The ACL method demonstrated stable convergence during alternating training phases. 

Using a balanced loss function with α = 0.01 helped the SR model avoid overfitting to pixel fidelity and 

instead focus on features relevant for character decoding. 

The model generalized well across varying synthetic noise, spacing, and character sets in the license plates. 

 

TABLE 1. Comparison of Character Recognition Performance Across Methods 

 

CONCLUSION 

The Alternative Collaborative Learning (ACL) approach for character recognition in low-resolution images, 

specifically targeting license plate recognition. By integrating a custom OCR model with a super-resolution 

pipeline using a DBPN-based network, the system achieves enhanced recognition accuracy even with low-

resolution input images. The collaborative learning strategy, as outlined in the ACL paper, facilitates the 

integration of knowledge from both high-resolution and low-resolution images, leading to improved character 

recognition performance. 

The collaborative learning framework significantly improves the system's ability to generalize across a range 

of low-resolution conditions. By focusing on mutual knowledge sharing between different types of image 

resolutions, the model exhibits improved robustness in real-world scenarios. 

The proposed approach demonstrates that combining super-resolution techniques with collaborative learning can 

effectively address challenges associated with low-resolution image recognition. The results show that the 

model performs robustly in practical scenarios, including real-time license plate recognition on images of 

varying quality. Future work could focus on refining the model to handle more complex and varied datasets, 

optimizing performance, and exploring additional collaborative learning techniques for further improvements in 

recognition accuracy. 
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