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ABSTRACT 

Because many cases of anemia are still found too late, particularly in areas with limited access to laboratory 

testing and medical resources, this article developed. Early diagnosis is further hampered by costly testing 

procedures and intrusive technologies. To identify anemia, a non-invasive, precise, and efficient technique is 

needed. The conjunctival picture of the eye is examined in this study as a non-invasive way to identify anemia. 

In an effort to effectively classify anemic and healthy patients, a number of model techniques were attempted. 
The Support Vector Machine (SVM) algorithm-integrated MobileNetV2 method was determined to be the most 

effective plan. With this combination, the accuracy of 93%, sensitivity of 91%, and specificity of 94%. These 

findings show that the model can successfully identify healthy patients while accurately identifying anemic 

patients. This method offers a non-invasive means of detecting anemia early on, making it promising for use in 

clinical settings. The SVM+MobileNetV2 technique relies on images of the eye’s conjunctiva and can 

potentially improve healthcare by identifying people who may have had earlier anemia. This technique stands 

out as a solid option for the efficient and precise diagnosis of anemia when accuracy, sensitivity, and specificity 

are balanced. 
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INTRODUCTION 

A medical disease known as anemia occurs when the level of red blood cells in the bloodstream is below normal 

[1]. Red blood cells, also called erythrocytes, transfer oxygen from the lungs to various tissues and organs and 

carry carbon dioxide, a waste product, away from those tissues to be expelled through the lungs [2]. This helps 

the body function as a whole. According to epidemiological data, anemia, which affects over a third of the 

global population, is the most prevalent blood illness [3]. The detection process is also a complex challenge. 

WHO highlights that it is still difficult to accurately and thoroughly detect anemia everywhere globally, 

particularly in regions with developed economies. Anemia has a significant global impact, with considerable 

implications for social and economic growth [4]. Each government must examine the expenditures of combating 

the disease, which includes preventive, traditional analytical approaches, administration, and lodging services 

[5]. Estimating the financial and social consequences of anemic patients is very problematic. Some patients are 

frequently required to undergo recurrent laboratory tests, which might be inconvenient due to blood samples and 

raise transportation and/or support costs. Anemia can be detected and diagnosed using a variety of procedures 

available to medical professionals [6]. These approaches aim to analyze the composition and quality of blood 

components, notably red blood cells, and their associated characteristics. comprehensive overview of the 

different types of blood cells, including red blood cells, white blood cells, and platelets [6]. Another technique, 

known as a peripheral smear, involves the microscopic examination of a blood sample’s cellular components, 
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especially red blood cells [7]. This can reveal distinctive patterns or abnormalities in the cells’ size, shape, and 

appearance, which can provide valuable insights into the presence of anemia and its underlying causes [8]. The 

reticulocyte count is another important diagnostic tool [9]. Reticulocytes are young, immature red blood cells 

released into the bloodstream from the bone marrow [10]. Serum iron indices, including parameters like serum 

iron, total iron-binding capacity (TIBC), and transferrin saturation, offer information about iron levels and 

utilization in the body [11]. Iron deficiency is a common cause of anemia, and assessing these indices can help 

identify whether anemia is related to insufficient iron availability [12]. However, some techniques require the 

unpleasant procedure of blood collection, which might make some people anxious or distressed. This 

emphasizes how crucial non-invasive substitutes are [13]. By looking at the body's exterior signals, doctors can 

learn important information about possible anemia situations. Due to low oxygen levels, anemia patients may 

exhibit pallor in their hands, nails, tongue, and eyes. Particularly, the pallor of the eyes might offer important 

signs of anemia. Thus, it is crucial to create non-invasive, affordable, and conveniently accessible anemic 

diagnosis techniques [13]. Notably, machine learning (ML) approaches have been successful in a variety of 

domains, most notably medicine, where they have been applied to the analysis of anemia. [14], [15], [16], [17], 

where K-Nearest Neighbor (KNN), Naïve Bayes (NB), Random Forest (RF), and Support Vector Machine 

(SVM) are examples of popular machine learning techniques. Although KNN is simple to use, it is sensitive to 

outliers and susceptible to changes in the data. Although Naïve Bayes is notable for its quick and simple 

performance, its flaw is its naive feature independence assumption, which isn't always true. Although RF 

prevents overfitting and works well with big datasets, it might be hampered by difficult-to-understand model 

complexity and longer computation times. SVM performs well in high-feature spaces, manages model 

complexity, and effectively addresses overfitting. All things considered, SVM is an effective and adaptable 

technique for categorizing a variety of datasets, including imbalances [18], [19], [20], and [21]. SVM can also 

be used as a classifier layer for deep learning (DL) models. The recognition performance of DL models can even 

be enhanced by employing SVM [22], [23]. One DL technique that is frequently used for image recognition or 

classification is the convolutional neural network (CNN). Performance will be impacted by the CNN model, and 

its design requires expertise. Pre-trained models are CNN models that may be used as a foundation for a variety 

of image recognition tasks after being taught different patterns and features from sizable datasets. Benefits 

include overcoming data restrictions, utilizing information from vast datasets, and effectively transferring 

learning. There are numerous well-known pre-trained models available, including VGG, DenseNet, Inception, 

ResNet, NasNet, Xception, MobileNet, and others. [23], [24], [25], [26], [27], and [28]. A MobileNet variation 

called MobileNetV2 is a tiny, highly computationally efficient model created especially for mobile applications. 

In addition to its ability to generate high accuracy, its benefits include a customizable architecture, depth wise 

separable convolution for enhanced efficiency, and scaling multipliers for flexibility in modifying model size 

according to application needs. This study significantly addresses some of these outstanding issues by 

introducing a revolutionary machine learning-based technique that is non-invasive and economical to enable the 

automatic detection of anemia. Promising outcomes were obtained from a training and testing procedure on the 

provided hardware and software solutions using conjunctival images from the Eyes defy-anemia simulation 

dataset collection. To address the problem of imbalance in class data, the methodology employed in this work 

combines two approaches: Tomek Links [29] and the Synthetic Minority Over-sampling Technique (SMOTE) 

[30]. The goal of this project is to create an automated, non-invasive, and reasonably priced anemia diagnosis 

device based on machine learning. The number of samples in the minority class was increased by creating 

synthetic samples from anemic patients' conjunctival pictures using the SMOTE technology. In the meantime, 

nearby conjunctival image pairs between anemic and healthy patients are removed using the Tomek Links 

technique. By merging these two processes, the conjunctival image data set became more evenly distributed 

between the two groups. The focus has switched to applying the three techniques recommended in this work—

SVM, MobileNetV2, and the MobileNetV2-SVM combination—in the anemia diagnosis process once the 

processes to address the class imbalance were successfully completed. SVM is a method for classifying data that 

can identify intricate patterns. SVM was able to differentiate between photos of healthy conjunctiva and those 

that suggested anemia by using balanced data. 

 

 RELATED WORKS 

Many academics have been concentrating on creating non-invasive techniques to detect anemia in recent years. 

Among these is the application of machine learning algorithms, which are becoming more and more common 
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for identifying and diagnosing clinical conditions. For instance, Asare et al.'s study employed machine learning 

to identify iron deficient anemia. To find out which algorithm is better at detecting anemia in children, 

researchers examined the color of the nails, the palpability of the palms, and the conjunctiva of the eyes using 

Nave Bayes, CNN, SVM, k-NN, and decision trees. This work was divided into three phases: data preparation, 

dataset collection, and model creation for the diagnosis of anemia. The results show that CNN has the highest 

accuracy (99.12%) and SVM has the lowest (95.4%). These findings show that a non-invasive technique can 

effectively identify anemia [33]. In a different study, Mannino et al. employed a novel, non-invasive technique 

to diagnose anemia. They used artificial intelligence (AI) techniques and smartphones to conduct a remote 

operation that allows for rapid haemoglobin level screening. Using this method, the conjunctiva is automatically 

extracted as a region of interest (ROI) from an eye shot. In order to train machine learning algorithms to 

determine whether a person is anemic, the next step is to analyze the ROI and extract important factors. After 

testing on over 200 individuals, this model has an accuracy of 85%, a precision of 86%, and a recall of 81%. 

These findings imply that a non-invasive method that makes use of AI and smartphone technologies may be 

helpful for accurately and quickly identifying anemia. [34] Dimauro's research has developed a revolutionary 

machine learning-based intelligent system that can automatically diagnose anemia using image analysis of the 

conjunctiva of patients from Italy and India. In this work, anemia was diagnosed by the machine learning 

algorithm using two different areas of the mucous membrane of the eye. After being extensively trained using 

palpebral conjunctival pictures, the RUSBoost algorithm has shown excellent performance in classifying 

patients into those who have anemia and those who do not [13]. The study's foundation is the publicly 

accessible Eyes-Defy-Anemia dataset, which includes 218 eye photos that were taken using a particular method 

to reduce the effects of ambient light. Particularly in the scleral segmentation test, intriguing findings were 

obtained with good precision (88.53), recall (82.53), and F1 scores (84.10). In the anemia identification task, the 

F2 score was 83.8% when employing the vessel color feature alone and 86.4% when employing the color 

feature of the entire sclera [30]. Furthermore, it seemed that the haemoglobin value and the color feature 

correlated nicely. In a separate study, Dimauro and Simone proposed a technique they named graph partitioning 

segmentation. Using this technique, semantic segmentation will be done in areas that have a particular 

diagnostic significance. 
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When compared to earlier approaches, the combined method of SMOTE and Tomek Links may yield better 

results in terms of accuracy and generalizability. Furthermore, the usage of SVM, MobileNetV2, and the 

MobileNetV2-SVM combination in anemia identification is the main emphasis of this study. It suggests 

addressing this problem by combining conventional approaches with educational strategies. Because the 

MobileNetV2 algorithm, which has benefits in visual object recognition, and the data set used may make this 

study plan very different from other techniques. By leveraging state-of-the-art technology and combining many 

algorithms and approaches to overcome class imbalances, this research has the potential to considerably 

contribute to the development of more accurate and efficient anemia detection tools. 

 

METHODOLOGY 

The "Eyes-defy-anemia" dataset is used as the data source for the first phase of data collection, which is one of 

the various sections of the study framework (Figure 1). Segmented pictures of Italian and Indian patients' eyes 

are included in this dataset. To get the data ready for a machine learning application, data pretreatment 

procedures including conjunctival image augmentation were then carried out.  

Additionally, this study paradigm reconciles the disparities in sample sizes between the groups of anemic and 

normal patients using the Tomek Links and SMOTE (Synthetic Minority Over-sampling Technique) techniques 

[36], [37]. The data is separated into two subsets—training and testing—after being balanced. The split uses the 

label stratification approach with a 70:30 ratio to guarantee that the classes are fairly represented in both subsets 

[38], [39]. Following preprocessing, the data is ready for the modeling phase, which includes feature extraction 

and data standardization necessary for machine learning. Three different modeling techniques are used in this 

study framework: MobileNetV2, Support Vector Machine (SVM), and the MobileNetV2-SVM combination. 

Every technique has a unique mechanism for gathering and categorizing data from pictures of the conjunctiva of 

the eye. After the modeling procedure, a model evaluation is carried out to see how well each method detects 

anemia. A range of evaluation criteria were used to gauge the effectiveness of these strategies. 

A. DATASET AND PRE-PROCESSING DATA  

The dataset from this work, Eyes-defy-anemia [13], significantly advances efforts to diagnose anemia by 

looking at the eyes' pale conjunctiva. Images of Indian and Italian patients' eyes taken using smartphones that 

have been adjusted to fit devices are included in this dataset. The majority of the eye area is suitably exposed by 

this shooting technique. From these eye images, the palpebral or whole (palpebral and forniceal) conjunctival 

regions were subsequently recognized and manually distinguished. 211 picture samples make up this dataset 

after certain samples were eliminated based on predetermined standards (Figure 2). It consists of identically 

sized segmented eye photos (1067 × 800 pixels). 

 

 
The two patient subgroups in this dataset are Indian and Italian patients. Images of 123 Italian patients' eyes 

were obtained from their blood samples. Nevertheless, we must exclude several samples from our analysis [13], 

[30]. Because their forniceal conjunctiva, a specific portion of the eye, was not visible in pictures, patients 1, 35, 

https://www.ijetrm.com/
http://ijetrm.com/


 

Volume-09 Issue 05, May-2025                                                                                                ISSN: 2456-9348 

                                                                                                                                                   Impact Factor: 8.232 

 

 

 
International Journal of Engineering Technology Research & Management 

Published By: 

https://www.ijetrm.com/ 

 

IJETRM (http://ijetrm.com/)   [9]   

 

54, 58, 75, and 109 were excluded from the study. Patient 93 was also removed due to a decrease in Hb 

concentration. Thus, the Italian patient group was analyzed using 116 ocular pictures. Conversely, 95 blood 

samples and eye pictures from Indian patients were collected at Karapakkam, Chennai, India, and are all 

identified as Indian data sets [13]. Two categories were created from 211 eye image samples, 42 of which came 

from anemic patients and the remaining 169 from healthy patients [13].  

The collection include not only pictures and segmentation data but also other important data including the 

patient's age and gender, as well as laboratory-measured Hb values. These factors all work together to produce 

more thorough assessments and high-caliber, perceptive research. This dataset can be used to design and test 

machine learning algorithms for detecting anemia based on conjunctival pallor and identify connections between 

clinical factors, including Hb value, age, and gender. 

 

 
In this case, the conjunctival photos undergo a number of modifications to provide a more varied and rich 

dataset. One of the enhancement techniques is the resize procedure [42]. The conjunctival picture initially has 

three color components (R, G, and B) and 800x1067 pixel dimensions. Nevertheless, the image is downsized to 

224 × 224 pixels with three color components as part of the augmentation process. Because of this scaling, the 

image is smaller and easier to analyze using machine learning algorithms. Next, normalize the pixel values in 

every image [43]. The image's pixel values range from 0 to 1 when each pixel value is divided by 255.0. 
Moreover, image duplication is used to provide data augmentation. Three times the initial data is multiplied by 

the initial data. Rotation and flip are two types of augmentation used in this process [46].  

The pictures will be flipped and rotated at an angle between -30 and 30 degrees. Following the data 

augmentation stage, the label encoder approach is applied [47]. The dataset's class labels will all be transformed 
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into numerical values to aid in the training of machine learning models. The study's labels fall into two 

categories: "normal" and "anemia." To make model processing easier, the number 0 will stand for the label 

"anemia," and the number 1 for the label "normal." Machine learning algorithms can comprehend the category 

class label when it is converted into a numeric form by a label encoder [48]. This is known as a label encoder, 

and it entails transforming categorical class labels into a machine-readable numeric format. During training, the 

model is ensured to accurately comprehend and identify the target class by encoding labels [49], [50]. Before 

adding data to the machine learning model, this step is essential because it fills the gap between textual class 

representations and the numerical representations needed by machine learning techniques.  

Figure 3 shows the result of this preprocessing step, showing how picture data is converted into a matrix format 

suitable for machine learning analysis. 

                      
In order for machine learning models to learn from a variety of image orientations and views, this augmentation 

aims to increase the dataset's diversity. [51]. A common technique in image data processing to increase the 

quantity and quality of data used in machine learning processes is augmentation. In order to enable machine 

learning algorithms to learn from a variety of scenarios that can arise in the real world, augmentation enhances 

the previously utilized data set with various visual alterations [52]. Through this augmentation procedure, 42 

anemic patients and 169 normal people become 126 anemic patients and 507 normal people. This data will 

undergo additional processing, specifically the imbalance data. 

B. HANDLING IMBALANCED DATASETS 

Dealing with data imbalance comes next. Upon identifying that the expanded dataset still contained an 

imbalance—126 anemia patients and 507 normal patients—the next step was to address this issue. To address 

class imbalance, this work employed Tomek Links and SMOTE (Synthetic Minority Over-sampling Technique) 

[36], [53]. SMOTE is an oversampling technique that expands the number of samples in the minority class by 

using synthetic data derived from preexisting samples. This method creates synthetic data by removing the 

sample from the nearest neighbor and multiplying it by a random number after selecting a random sample from 

the minority class and determining its nearest neighbor [37]. Conversely, the goal of the under-sampling 

technique Tomek Links is to reduce the number of samples in the majority class. This method identifies sample 

pairs that are the closest neighbors to one another while having differing class names. Furthermore, the Tomek 

Links pair sample is removed from the majority class [54].  

The SMOTE + Tomek strategy, which involves utilizing SMOTE to oversample the minority class and Tomek 

Links to eliminate samples from the majority class that are Tomek Links pairs, is used in this work in 

combination with both of these approaches. It combines SMOTE and Tomek Links in an effort to balance the 

dataset's classes. Figure 4 displays the results of the class imbalance handling procedure. It is evident from these 

results that the dataset's class composition has stabilized, with 507 for the anemic class and 507 for the normal 
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class. This treatment approach produced a balanced distribution between the two classes, which would have 

enhanced the machine learning model's ability to detect anemia with greater accuracy. With a balanced 

composition, the model is more likely to understand and forecast the two groups accurately. To ensure that the 

finished model can correctly detect anemia in patients, this is an essential step to do. 

C. SPLIT DATASET PROCESS 

Following data pre-processing and data imbalance management, the stratify label approach is used to divide the 

data into training and testing subsets at a 70:30 ratio [38], [39]. A critical first step is preparing data for machine 

learning models. Training data (train) and test data (test), two distinct subsets of previously processed data, are 

separated by the Train-Test Split. The model will be trained using 70% of the data, and its efficacy will be tested 

using the remaining 30%, according to the 70:30 ratio that is being used. Training and testing subsets of the data 

are separated using the stratified label technique. This suggests that the distribution of classes in the original 

dataset will be preserved in both selections. 

D. PROPOSED ALGORITHM MODEL FOR CONJUNCTIVAL CLASSIFICATION 

SVM, MobileNetV2, and the combination of MobileNetV2-SVM are the three methods. In Figure 5, the flow of 

each scheme is displayed. In this context, "method" refers to the approach or algorithm used to identify and 

classify features in eye conjunctival image data. The feature extraction approach is essential because it extracts 

and transforms an image's key characteristics into a numerical format that machine learning algorithms can 

comprehend. SVM, MobileNetV2, and MobileNetV2-SVM combinations are some of the methods employed in 

this instance. Each of these techniques will be explained in depth in the sections that follow, along with how 

they are applied to modeling for anemia diagnosis. This will provide you a comprehensive understanding of 

each scheme's specific procedures and how they help identify anemic people. 

1) CLASSIFICATION USING SVM ALGORITHM (SCHEME 1) 

Anemia in ocular conjunctival image data was identified using the SVM technique with a linear kernel in 

Scheme 1 of this study [56]. The linear kernel SVM algorithm was used because it can divide two data classes 

linearly, which is appropriate when the pattern of separation between the classes can  

be accurately represented in the appropriate feature space by a straight line [57]. SVM is used in the 

classification method, and linear kernels to produce a linear "line" or "hyperplane" that divides the two data 

classes as efficiently as possible [58]. This line is positioned so that it is the furthest from points of various 

classes (also known as support vectors) [59]. The fundamental idea of SVM is kept. But the SVM model uses a 

linear kernel to find the optimal linear dividing line between different classes [60], [61]. PCA (Principal 

Component Analysis) techniques are also used for dimension reduction in order to help visualize how SVM 

with a linear kernel separates the two classes in a condensed feature space [62], [63]. Two essential features that 

sufficiently explain data fluctuation are obtained by condensing feature dimensions using PCA. By visualizing 

the dimension reduction results in a two-dimensional plane, we can see how SVM with a linear kernel projects 

data into a smaller space. 

2) CLASSIFICATION USING MobileNetV2 ALGORITHM (SCHEME 2) 

In Scheme 2 of this work, anemia detection in eye conjunctival image data was classified using the 

MobileNetV2 algorithm. A convolutional neural network (CNN) architecture called MobileNetV2 was 

developed mainly for image identification applications [64], [65]. MobileNetV2's benefit is that it can 

effectively extract features using lighter convolution procedures, making it suitable for use in low-power devices 

like mobile phones [66]. A feature extraction step using a fine-tuned CNN architecture is the first step in the 

MobileNetV2 classification process [67]. In order to distinguish between anemia indications and normal photos, 

MobileNetV2 will automatically evaluate the crucial components of the conjunctival image data [68], [69]. In 

order for the model to find pertinent patterns connected to various classes, the network's parameters will be 

changed during the training phase [68]. For a typical item recognition task, the MobileNetV2 algorithm in  

Scheme 2 is pre-configured and trained on vast volumes of visual data, frequently from the ImageNet dataset. At 

this stage, though, the model will be modified and retrained using pre-processed and unbalanced eye image 

datasets. 
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Certain visual characteristics associated with anemia can now be identified by the MobileNetV2 model on 

ocular conjunctival pictures. Scheme 2 illustrates the potential application of the MobileNetV2 algorithm as a 

classification tool for identifying anemia in datasets of eye images. Utilizing MobileNetV2's proficiency in 

pattern recognition and feature extraction, this method is customized for the particular data in this study. 

3) CLASSIFICATION USING SVM+MobileNetV2 ALGORITHM (SCHEME 3) 

In order to classify and diagnose anemia in ocular conjunctival image data, Scheme 3 used the SVM (Support 

Vector Machine) and MobileNetV2 algorithms. Using the benefits of each technique, this combination aims to 

address classification issues and optimize anemia detection results. Using the MobileNetV2 method, the 

SVM+MobileNetV2 combination classification process starts the feature extraction step [70]. The MobileNetV2 

model will look for visual characteristics associated with anemia symptoms by analyzing conjunctival images. 

The SVM algorithm is then fed the results of the feature extraction process. The features that MobileNetV2 

collected will be used by SVM to build a classification model. SVM's primary objective is to create an ideal 
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"line" or "hyperplane" between the two classes in order to differentiate between normal and anemic conjunctival 

pictures [56]. This pairing makes it possible to leverage SVM's ability to create strong class boundary 

separations and MobileNetV2's deep feature extraction capabilities from images [71]. A more reliable 

classification model that can predict anemia detection with greater accuracy is produced by this combination. 

This work uses Scheme 3 in an attempt to combine the advantages of the SVM and MobileNetV2 algorithms 

into a single model that can identify anemia signs on conjunctival images of the eye. Combining the 

performance of anemia diagnosis could be significantly improved by using a variety of approaches.  

The K-fold or K-fold cross-validation approach is used to validate all schemes during the modeling process, as 

seen in Figure 1. Evaluating the suggested model's performance in each scheme is the goal of this validation 

[72], [73]. Using varying k values for cross-validation, the K validation-fold technique separates data into 

groups or "folds" [73]. The testing data for each iteration will be one of the folds, and the training data will be 

the remaining k-1 folds. Each fold is used as both test and training data, therefore this process is done k times. 

To reduce variances and generate consistent and trustworthy results, K-fold validation needs to be carried out 

correctly. K-fold validation is primarily used to provide a more consistent assessment of model performance 

along with trustworthy data on training errors. In this experiment, k = 5 was used in the K-fold validation 

technique [74], [75]. 

E. EVALUATION MODEL 

At the conclusion of the modeling procedure, the model evaluation stage looks at how well the model detects 

anemia in the dataset of ocular conjunctival images [76]. In order to better understand how the model behaves 

when classifying data, this evaluation makes use of a number of crucial criteria. The metrics used include 

specificity, sensitivity, and accuracy [77].  

1) Accuracy(PRECISION) 

The model's total capacity for accurate prediction is evaluated by accuracy. Accuracy in this study will show 

how well the model categorizes eye conjunctival pictures as either anemic or generally normal. This is essential 

for assessing the overall performance of the model [77]. 

2) TRUE POSITIVE RATE (SENSITIVITY)  

Sensitivity evaluates the model's capacity to detect actual positive results. Sensitivity will indicate how well the 

model can identify pictures of the eye's conjunctiva displaying anemic symptoms in the context of this study 

[19], [78]. To guarantee that the model can detect patients who might have anemia, sensitivity is needed.  

3)SPECIFICITY (TRUE NEGATIVE RATE)  

This metric evaluates the model's capacity to detect actual negative cases [79]. In this case, specificity shows 

how effectively the model can identify pictures of the eye's conjunctiva that are actually normal. To prevent the 

model from wrongly classifying healthy patients, specificity is necessary.  

With the use of these indicators, we may obtain a more comprehensive picture of model performance. While 

sensitivity and specificity help us understand a model's ability to independently distinguish between positive and 

negative classifications, accuracy gives us a basic idea of how well a model can predict. The results of this 

study, which are based on the modeling scheme previously discussed, will help determine how well the 

proposed model recognizes and separates conjunctival images of the eye showing signs of anemia from normal 

ones. 

RESULT AND DISCUSSIONS 

A. EXPERIMENT RESULT 

The goal of this research is to develop a conjunctival image-based anemia detection system using the three 

suggested model systems. This sub-chapter will address the experimental findings of the three model schemes 

that were previously suggested. The outcomes of this experiment shed light on how well each model performed 

in classifying pictures of the eye's conjunctiva as normal or anemic. The three model schemes' experimental 

results will provide light on how well each model detects anemia symptoms in pictures of the conjunctiva of the 

eye. In order to detect anemia in pre-processed image data, this will help determine the effectiveness and 

applicability of each model technique. 

1) CONJUNCTIVAL IMAGE CLASSIFICATION USING THE SVM ALGORITHM (SCHEME 1) 

In the initial classification, this work uses a linear kernel using the SVM technique. An SVM function that 

works with data meant for linear classification is called a linear kernel.  

Every kind of kernel in SVM has unique characteristics, and additional parameters called C or cost parameters 

need to be changed in the case of a linear kernel. By optimizing parameter C, the linear kernel on SVM looks for 
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the optimal line of separation between data. This parameter establishes the trade-off between decreasing test 

data misclassification (to avoid underfitting) and permitting more training data misclassification (to prevent 

overfitting). The linear kernel process optimizes parameter C to achieve the highest classification accuracy. This 

means utilizing a trial-and-error method or testing a large number of models with different C values. The 

classification performance measure, which is frequently assessed using accuracy measures, can be used to assess 

the results of parameter C optimization using a linear kernel. In order to identify anemia from photographs of 

the conjunctiva of the eye, this work uses a linear kernel in SVM to find the parameter C that offers the best 

classification accuracy. 

 
 

Conjunctival images can be accurately classified as normal or anemic using the SVM model with a linear 

kernel, depending on the optimal choice of parameter C.The initial classification's experimental results utilizing 

the SVM method with a linear kernel are shown in Table 1.Now, in order to enhance classification performance 

on training and testing data, researchers look at different values of parameter C. Parameter C was tested with 

three different values in this experiment: 10−2, 10−1, and 1. Model performance was assessed based on a 

number of factors, such as specificity, sensitivity, and accuracy. The trade-off between allowing training data to 

be misclassified and minimizing test data misclassification is controlled by parameter C. When tested on test 

data, the model with the best C parameter performs best on the second cross-validation, with an average 

accuracy of 88.73%. There was a 93% specificity and an 84.5% sensitivity. The ability of the SVM model with 

a linear kernel to identify anemia in conjunctival images is demonstrated by this, even though performance 

varies during K-fold cross-validation experiments. The confusion matrix of Scheme 1's top model is shown in 

Figure 6. The program accurately identified 151 conjunctival pictures that showed patients with anemia. 

Moreover, true negative (TN) shows that 127 conjunctival pictures are both normal and accurately predicted to 

be normal by the model. Additionally, it is known from the matrix confusion that the model falsely forecasts as 

normal up to 26 anemic conjunctival images (False Negative (FN)) and just one normal conjunctival image 

(False Positive (FP)) as anemia. The confusion matrix evaluation's findings reveal how well the model can 

identify anemia. The model's accuracy is noteworthy at about 91.1%, meaning that roughly 91.1% of the 

conjunctival pictures are correctly anticipated. 
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After that, the sensitivity value, or true positive rate, is approximately 85.3%, indicating that the model does 

exceptionally well in detecting cases of anemia that are truly positive. On the other hand, a specificity of about 

99.2% suggests that the model does an excellent job at forecasting typical cases that are actually negative. The 

use of Principal Component Analysis (PCA) in SVM visualization can help comprehend how the linear kernel 

SVM model differentiates between anemic and normal classes in two dimensions. In order to enhance data 

visualization, PCA is a technique for lowering feature dimensionality. In this case, the feature dimensions were 

reduced to two using PCA, and the outcomes were shown. Figure 7 shows the distribution of the data from the 

two classes on a two-dimensional plane. 
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2)CONJUNCTIVAL IMAGE CLASSIFICATION USING MobileNetV2 ALGORITHM (SCHEME 2) 

The MobileNetV2 algorithm is used in the second classification to identify anemia in eye conjunctival image 

data. At this point, the MobileNetV2 algorithm is configured using a number of parameters.  

The following configuration and parameters were used:  

 

 
 

1. Learning Rate (Lr): 

 In this study, 0.0001 is the learning rate. One factor that controls learning rate is how many steps the method 

takes to get the best values for the model's weights and biases in each iteration.  

2. Activation:  

The activation function in this work is stochastic gradient descent, or SGD. By altering the model parameters at 

each iteration, SGD is an optimization algorithm frequently used in machine learning to minimize the loss 

function. 

3. Freezing Layer:  

The term "freezing layer" describes the first 70% of the MobileNetV2 layer. This means that the characteristics 

that particular layers have already learned will be preserved during the training phase.  

4. Application of L2 Regularization: 

The L2 regularization overfitting prevention method involves appending the L2 normal weights component to 

the loss function. By doing this, the model becomes simpler and less complicated.  

5. Output Layer Activation Function (Softmax):  

The output layer builds the probability distribution for each class in a multiclass classification problem using the 

softmax function. This facilitates the identification of the most probable prediction class for the model. 

6. Loss Function (Sparse Categorical Cross Entropy):  

This lose function determines the degree to which the actual label and the model prediction deviate. "Sparse" 

indicates that the label is given as an integer and doesn't need to be converted into one-hot encoding.  

Based on the results of the second scheme execution using the MobileNetV2 approach for its classification, the 

model tested best on the third crossvalidation (Table 2). The precision of the model's classification of all the 

data is demonstrated by its 0.895 accuracy score. The model has a sensitivity of 0.89, which indicates how well 

it can detect real anemic cases. Model specificity measures how well the model detects actual normal events; it 

should be 0.9. 

The results of Scheme 2, which uses the MobileNetV2 algorithm for anemia detection categorization, are further 

explained by the confusion matrix (Figure 8). These are the results of Scheme 2's confusion matrix. As such, 

135 photos were correctly classified as belonging to the "Anemia" class. It shows that 135 pictures that depicted 

cases of anemia were properly identified by the model. TP stands for "True Positive." A total of fifteen photos 

that belong to the "Anemia" class are incorrectly predicted as "Normal." According to this, the model failed to 

identify 15 instances of anemia (False Negative (FN)). 17 pictures that belong in the "normal" category are 

mistakenly predicted to be "anemia," nonetheless. As evidenced by here, the model produced a false positive 

(FP) by incorrectly classifying 17 normal events as anemia. It is acceptable to describe 138 photos as "normal," 
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and they are appropriately depicted as such. This shows that 138 photos that did not show anemic TN cases 

were picked up by the model (True Negative). 

 

 
 

3) CONJUNCTIVAL IMAGE CLASSIFICATION USING THE SVM+MobileNetV2 ALGORITHM 

(SCHEME 3) 

A combination of the SVM and MobileNetV2 algorithms is used in the third strategy in this investigation. In 

this approach, MobileNetV2 is used as the first feature extractor, and the SVM algorithm is used for the 

subsequent classification. To put it another way, the SVM model will take the MobileNetV2 features as input. It 

is important to remember that during this phase, MobileNetV2's last layer—possibly the class defining layer—

before the flattening layer will be frozen. In order to guarantee that the MobileNetV2 features stay constant 

during the SVM training procedure, this is done. The output layer is 7 × 7 × 1280 in size before the flattening 

layer. In order to distinguish between "anemia" and "normal" circumstances, the SVM algorithm will also 

analyze the feature data from this frozen layer. Similar to the previous plan, the training and testing phases will 

be conducted, and model performance will be assessed using K-fold validation. The scheme's end results will 

demonstrate how the categorization of anemia detection in the eye conjunctival image dataset is impacted by the 

partnership of SVM and MobileNetV2. The model will be evaluated using metrics like accuracy, sensitivity, and 

specificity to determine how well it can differentiate between cases of anemia and normal ones. Results from the 

third scheme (Table 3), which combines the MobileNetV2 and SVM algorithms, show how well the model 

performed in the first cross-validation test. The model's ability to accurately classify all data is demonstrated by 

its accuracy of 0.9437. The model's ability to identify actual cases of anemia is indicated by its sensitivity of 

0.915. The model's ability to identify actual normal cases is demonstrated by its specificity of 0.9718. In this 

system, the SVM algorithm's ideal C parameter is 1. More information regarding the third scheme's 

classification results is given in this confusion matrix (Figure 9). In this case, the algorithm properly identifies 

143 out of 152 anemic patients as having anemia (true positive), however it mistakenly classifies 9 patients as 

normal even though they actually have anemia (false negative). Of the 153 people who were truly normal, 140 

were diagnosed as such by the model (true negative); however, 13 were mistakenly labeled as anemic when they 

were actually normal (false positive). 
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These results provide insight into how well the model distinguishes between patients who are anemic and those 

who are not. In the subsequent step, create a PCA (Principal Component Analysis) plot for data visualization 

akin to Scheme 1 after completing Scheme 3, namely "SVM MobileNetV2."  

 
 

Following SVM and MobileNetV2 classification, this PCA plot will demonstrate how data from two different 

classes—patients Patients—both healthy and those suffering from anemia—are scattered around a two-

dimensional area 

 
 

Scheme 3 uses PCA visualization to display the distribution of ocular conjunctival image data in two 

dimensions after classification using a combination of SVM and MobileNetV2 (Figure 10) as shown below. 
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 This animation demonstrates how the proposed approach can distinguish between images in a two-dimensional 

plane that display symptoms of anemia and normal images. Each point in the PCA plot represents an image of 

the ocular conjunctiva from the dataset. When SVM and MobileNetV2 are used for classification, the point's 

location represents the image's characteristics. The model can give exact classifications if there is a distinct 

division between the points from the anemic and normal classes on the plot. 

 

 B. DISCUSSION 

At this stage, the best test results from each scheme in this study were compared in order to assess each 

scheme's performance and effectiveness in identifying anemia. The results of the examination are summarized 

in detail in Table 4, which also rates the specificity, sensitivity, and precision of each model.  

The results of the evaluation show that the SVM and MobileNetV2 models in Scheme 3 are the most successful. 

This demonstrates that the model developed in Scheme 3 performs the best when compared to models from 

Schemes 1 and 2. When compared to models in other models, the Scheme 3 model has the highest values for the 

accuracy, sensitivity, and specificity metrics. plans, illustrating this benefit. 

 

 
 

SVM Scheme: The first schema employs a linear kernel and the SVM algorithm. The evaluation's findings 

indicate that the SVM model has a 91% accuracy rate, an 82% sensitivity rate, and a 99% specificity rate. 

Despite having a somewhat lower sensitivity, the SVM model's high specificity shows that it is highly effective 

in classifying normal situations. It is still possible to enhance the capacity to identify anemic instances, 

nevertheless.  

MobileNetV2 Scheme: The second strategy makes use of the MobileNetV2 algorithm.The evaluation's findings 
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indicate that the MobileNetV2 model has a 90% specificity, 89% sensitivity, and 89% accuracy. Although the 

accuracy of this model can still be increased, the sensitivity and specificity are balanced. 

SVM + MobileNetV2 strategy: This third strategy combines SVM and MobileNetV2. According to the 

evaluation results, this model performs the best. There are three possible results: 94% specificity, 91% 

sensitivity, and 93% accuracy. Overall, this model can yield reasonable classification results and strikes a decent 

balance between identifying anemia and normal instances. According to the evaluation results, the MobileNetV2 

+ SVM scheme performs the best when it comes to identifying anemia in eye conjunctival images. Since this 

model can combine the benefits of SVM for data classification with MobileNetV2 for feature extraction, it can 

be said that this scheme is one that is suggested and encouraged for additional research. Ablation studies are 

crucial [80], and Table 4's comparison of the three schemes is considered an ablation study as well because it 

shows that the dependency between SVM and MobileNetV2 when the two techniques are used independently 

and together, the Enhanced detection performance is the end outcome. Significant results are also obtained from 

data augmentation based on SMOTE and data noise removal using TOMEK. Because SMOTE and TOMEK 

balance the dataset, Table 4 shows that even with the combination of MobileNetV2 and SVM, the detection 

performance may still be greatly enhanced. The well-known baselines in the field of the anemia detection 

method should be followed in this instance in addition to comparative ablation investigations [81]. The most 

crucial metrics for medical classification are accuracy, specificity, and specificity—specificity in particular. This 

should be emphasized once more. These findings, as shown in Table 5, are far superior to those of previous 

research [13] and [30]. Similar research aiming to classify anemia also makes use of the same dataset, Eyes 

defy-anemia. Another factor influencing this is the classification's emphasis on the palpebral region. This 

approach is still better than the way [13], which both make use of MobileNetV2, even when you compare the 

outcomes of the two systems. The sensitivity approach in particular [13] is low. In an imbalanced dataset, the 

positive class turns into a minor class, which needs to be underlined. Meanwhile, because it has to do with 

spotting positive data, sensitivity is important in the medical field. On the other hand, accuracy pertains more to 

general results; hence, outcomes that are unbalanced in the dataset are not suitable for use as references. 

Additionally, the suggested method is no better than an alternative approach to the procedure [30] that makes 

use of arteries and sclerae. It has been discovered that classification performance is also influenced by the 

appropriate methodology. 

 

CONCLUSION 

According to the findings of the conducted research, the optimal method for non-invasively detecting anemia 

from conjunctival pictures of the eye is to combine MobileNetV2 and SVM (SVM + MobileNetV2).  

In contrast to other methods, this one yields the best performance. The accuracy of the SVM + MobileNetV2 

model is 93%, indicating a very strong overall capacity to categorize patients accurately.  

With a sensitivity of 91%, the model can reliably detect anemic individuals, lowering the possibility of a false 

positive. A specificity of 94%, however, shows that the model can effectively identify healthy patients. In a 

clinical setting, these findings are highly encouraging since they offer a simpler and non-invasive method of 

identifying anemia. Because SVM + MobileNetV2 allows for early detection and more efficient treatment of 

individuals who may have anemia, it has the potential to have a positive impact on healthcare. Even though 

other schemes do well as well, the SVM + MobileNetV2 combination is a great option for the non-invasive 

detection of anemia because it strikes a compromise between accuracy, sensitivity, and specificity.  

ocular conjunctival pictures. 
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