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ABSTRACT 

This project introduces a system that merges EEG signals for interpreting eye movements with accelerometer sensors for 

tracking head movements, aiming to improve computer interaction for individuals with disabilities. By detecting both eye and 

head movements, the system translates them into mouse actions, providing real-time feedback and delivering an intuitive 

computing experience for users. 
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INTRODUCTION 

This project introduces an innovative system aimed at enhancing computer interaction for individuals with disabilities by 

combining EEG signals for eye movement interpretation with accelerometer sensors for head movement tracking. Traditional 

methods of computer interaction often present challenges for individuals with disabilities, limiting their ability to navigate and 

control digital interfaces effectively. EEG signals, which capture brain electrical activity, provide a unique opportunity to detect 

and interpret patterns associated with eye movements, including blinks, saccades, and fixations. By integrating EEG and 

accelerometer meter data, our system seeks to offer a seamless and accessible approach to mouse automation. Users can control 

cursor movements and perform actions on the screen using natural eye and head movements. This paper outlines the design, 

implementation, and evaluation of the system, emphasizing its potential to enhance accessibility and empower users with 

disabilities to engage more fully in digital environments. 

BACKGROUND 

The paper by Juan David Chailloux Peguero et al. evaluates SSVEP detection performance using various visual paradigms 

and detection methods for Brain Computer Interface (BCI) applications. It offers comprehensive evaluation and introduces 

novel no-training detection methods. Despite its merits, the study faces limitations like a small sample size, unclear comparative 

analysis, and potential biases, necessitating further research to deepen understanding of SSVEP detection mechanisms and their 

BCI applications. Additionally, it explores the utility of the MindWave 002 (MW2) EEG headset for distinguishing between 

mental states, highlighting its affordability, portability, and user-friendly design. While demonstrating the MW2 headset’s 

capability to differentiate between mental states, its single-channel nature, potential artifact interference, and small sample size 

challenge its generalizability and warrant cautious consideration of its limitations. 

Another study investigates EEG-based eye movement recognition via BCI and machine learning algorithms using the 

Emotiv EPOC Flex wearable EEG device. It achieves high accuracy in classifying six types of eye movements, showcasing the 

method’s effectiveness. Despite the high accuracy and potential real-time application in BCI wheelchair systems, limitations 

such as reliance on a specific dataset and complexity of features impacting real-time feasibility need to be addressed. Despite 

these challenges, the study offers promise for BCI technology advancement. Additionally, the EEG Mouse system introduces 

an innovative method for controlling a computer mouse using EEG signals. While enhancing accessibility for disabled 

individuals and demonstrating effectiveness, challenges like limited application scope and signal processing complexity must 

be addressed for broader adoption and usability. 
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PROPOSED SYSTEM 

Problem Statement 

Individuals with mobility impairments face significant challenges in accessing and interacting with technology, limiting their 

ability to engage fully in digital environments. Traditional methods of computer interaction, such as keyboard and mouse input, 

often prove to be inaccessible or inefficient for users with disabilities. Therefore, there is a pressing need to develop inclusive 

and intuitive solutions that enable individuals with mobility impairments to interact with technology hands-free. This problem 

statement highlights the key issue of accessibility and interaction barriers faced by individuals with mobility impairments and 

sets the stage for the development of a solution using Brain-Computer Interface (BCI) technology combined with eye and head 

movement tracking. 

 

Proposed Solution 

Our system is a Brain-Computer Interface (BCI) solution that seamlessly integrates EEG signals for eye movement 

interpretation and accelerometer sensors for head movement tracking. This innovative fusion empowers individuals with 

mobility impairments to interact with technology without the need for traditional input methods like keyboards and mice. 

Through precise detection of eye and head movements, the system translates these actions into mouse commands, facilitating 

effortless navigation of digital interfaces and execution of tasks. Realtime feedback mechanisms further enhance the user 

experience, ensuring intuitive interaction and accessibility for individuals with mobility impairments. 

 

METHODOLOGY 

Sensor Module 

The sensor module in our proposed system is instrumental in enabling seamless interaction for individuals with mobility 

impairments and technology. It incorporates EEG (Electroencephalography) sensors and accelerometer sensors, allowing users 

to navigate digital interfaces without conventional input devices. EEG sensors capture brain electrical activity, emphasizing 

eye movements like blinks, saccades, and fixations. Simultaneously, accelerometer sensors detect head movements such as tilts 

and rotations. Integrating these sensor data streams, our system interprets user intentions in real time, translating them into 

precise commands for digital navigation. This integration not only boosts accessibility but also offers a versatile input system, 

adept at capturing a wide range of user gestures. Real-time feedback mechanisms instantly confirm actions, enhancing user 

experience intuitiveness and efficiency. Ultimately, the sensor module plays a pivotal role in empowering individuals with 

mobility impairments to engage with technology hands-free, bridging the gap between users and digital interfaces. 

Data Acquisition 

The subject performed eye movements including left, right, up, and down, along with the action of clicking, with intervals of 

rest between consecutive tasks. Signal acquisition and amplification were managed using the BioAmp EXG pill from Upside 

Down Labs. Data acquisition was conducted using a three-electrode single-channel system positioned at Fp1, Fp2, and A points, 

following the International 10-20 EEG electrode placement. Accelerometer sensors, typically integrated into wearable devices 

or headgear, capture movements of the user’s head, including tilts, rotations, and accelerations. The acquired signals from both 

EEG and accelerometer sensors are synchronized to maintain temporal alignment. This synchronization ensures an accurate 

correlation between eye movements detected by EEG signals and corresponding head movements detected by accelerometer 

sensors. Eye movements and clicks were recorded at intervals of 2.5 and 5 seconds, respectively, with a sampling rate of 10kHz, 

and saved as CSV files for further analysis. 

 

Data Pre-processing 

A band-pass filter ranging from 0.5 to 20 Hz and a notch filter at 50 Hz was applied to the EEG signals. The band-pass filter 

was specifically chosen to encompass the frequency range where the EEG signals associated with the required tasks are most 

clearly captured. 

Classification Algorithms 

Random Forest Algorithm 

The project employs a random forest algorithm for classification tasks within the Brain-Computer Interface (BCI) system. This 

algorithm utilizes features derived from eye movements (e.g., left, right, up, down) and head movements detected by 

accelerometer data. Before model training, the data undergoes pre-processing steps, including conversion to suitable formats, 

matrix conversion, and normalization for consistency. During training, the algorithm learns the relationships between input 
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features and corresponding output labels (e.g., desired cursor movement). Evaluation of the model’s performance ensures 

accuracy and generalization ability. Once trained, the random forest model enables precise prediction of output labels for new 

input data instances, facilitating intuitive interaction with technology in the BCI system. 

 

Training and Testing 

During training, the system learns patterns in EEG and accelerometer data, matching input features with output labels 

representing cursor movements. Utilizing random forest algorithms and iterative parameter adjustments, it minimizes 

differences between predicted and actual labels. Evaluation with unseen data measures performance using metrics like 

accuracy, precision, and F1-score, enhanced by cross-validation to ensure generalization. These steps enable accurate, reliable 

interaction with digital interfaces for individuals with mobility impairments. 

 

System Architecture 

 
Fig.1. System Architecture 

 

EXPERIMENTS AND RESULTS 

Our paper presents an innovative system designed to revolutionize computer interaction for individuals with disabilities by 

seamlessly integrating EEG signals for precise eye movement interpretation and accelerometer sensors for accurate head 

movement tracking. Through synchronized data collection, our system captures a comprehensive range of eye and head 

movements in real time. Leveraging advanced signal processing and machine learning algorithms, our system achieves 

exceptional performance, with an average accuracy of 89 percent in classifying combined eye and head movements. 

 
Fig.2. Overall accuracy graph 
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The model’s performance in classifying each class label is shown in the confusion matrix. We’ve trained a model to 

recognize four distinct classes corresponding to mouse pointer movements—left, right, forward, and backward. The confusion 

matrix allows us to discern how accurately the model predicts each class and identify any areas of confusion between them. 

For instance, when comparing the predictions for "back" and "backward" movements, we can analyze how many instances the 

model correctly identifies and how many instances it misclassifies. 

 
Fig.3. Confusion Matrix 

 

CONCLUSION AND FUTURE SCOPE 

In summary, the proposed Brain-Computer Interface (BCI) system offers a transformative solution for individuals with mobility 

impairments, enabling handsfree control of digital interfaces through the integration of EEG signals and accelerometer sensors. 

Through rigorous training and testing, coupled with real time feedback mechanisms, the system demonstrates its efficacy in 

providing intuitive and efficient interaction, thereby empowering users to engage more fully in digital environments. 

The future scope of the Brain-Computer Interface (BCI) for Mouse Automation project holds great promise, with 

advancements poised to revolutionize human-computer interaction. Enhanced accuracy and reliability will ensure seamless 

translation of neural signals into commands, while adaptive and personalized interfaces will cater to individual users’ unique 

needs. Beyond mouse automation, expanded applications across various domains will unlock new possibilities for 

communication, rehabilitation, and gaming. Real-time neurofeedback training will empower users to regulate their brain 

activity effectively, promoting cognitive enhancement and mental well-being. Wearable and mobile solutions will make BCI 

technology more accessible and integrated into daily life, while hybrid BCIs combining different modalities will further enhance 

robustness and versatility. In essence, the future of this project embodies continuous innovation, driving towards a future where 

users can interact with computers effortlessly and intuitively, transforming the way we navigate and interact with digital 

interfaces. 
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