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ABSTRACT 

Improvements in deep learning technology have enabled production lines to use automated, precise anomaly detection 

in industrial visual inspection. CNNs have performed better than other models, gaining power from their skill in 

learning specific rankings in visual information. In this paper, we review various CNN-based techniques designed for 

detecting anomalies during industrial visual inspection. We sort advanced techniques into supervised, unsupervised, 

and self-supervised models, comparing what they do best, what they lack, and where they are most often used. We 

also look into mixed ways of using CNNs and generative models, including autoencoders and GANs, to boost 

detection when information is limited. A comprehensive listing of accessible datasets is provided, along with how 

they are evaluated and a comparison of how various CNN architectures perform across several industrial situations. 

We explore deployment difficulties, such as when there is not much data, domains can change, models need to be 

easily understood, and they must work in real time. Furthermore, the paper provides a summary of the latest trends 

and, for future work, suggests combining Vision Transformers, contrastive learning, and making edge-based 

deployment a priority. This research can shape the plans of those designing, executing, or optimizing CNN-based 

systems for finding anomalies in modern factories and plants. 
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INTRODUCTION 

Quality control processes across many manufacturing companies now rely on automation because high precision, 

exact consistency and less reliance on workers is required. Usually, traditional visual inspections rely heavily on staff 

and are limited by tiredness, differing views and not being able to keep up with bigger projects. Consequently, more 

computer vision systems for inspections using Convolutional Neural Networks (CNNs) have been introduced, because 

they have proven reliable in finding and learning strong visual patterns in various representations. Over the past few 

years, CNNs have shown great success in image classification, segmentation and detecting objects and as a result are 

being used for industrial anomaly detection activities including surface flaws, printed circuit board inspections and 

analyzing semiconductor wafers (Christiansen et al., 2016; Chen et al., 2018). Because these networks can detect both 

spatial patterns and texture, they are effective at identifying tiny differences on products that might show defects. 

Detection of odd events in industrial settings is not simple. Because the number and types of defective samples are 

unpredictable, there is often a big class imbalance that leads supervised approaches to underperform (Sabokrou et al., 

2017). Because of this, scientists have been paying more attention to unsupervised and semi-supervised ways of 

detecting anomalies. They train CNNs with only standard examples to work out what kinds of behavior are normal. 
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Dependable detection of anomalies depends on errors detected when reconstructing normal data or from deviations in 

the model’s learned representation (Larsen et al., 2017; Kim et al., 2017). 

SVMs and decision trees were the key to machine learning at one time, but their dependence on features made applying 

them to complex photos unreliable (Assendorp & Deep, 2017). Modern deep learning has made it possible for systems 

to learn fully from start to finish and these have often excelled when working with unstructured images or video. Yet, 

it remains difficult to apply CNN-based anomaly detection systems in industrial situations. Such problems include 

heavy computational needs, a requirement for real-time processing, having to change the model for multiple 

production lines and that deep models are hard to explain. Handling these problems is necessary to make inspection 

systems strong and able to grow. This paper provides a deep review of industrial visual inspection methods based on 

CNN technology. We categorize existing techniques as supervised, unsupervised or self-supervised, look at widely 

used benchmark datasets and discuss evaluation methods often used in this field. We also point out ongoing 

shortcomings in the field and suggest new ideas for moving the technology ahead. 

 

BACKGROUND AND THEORETICAL FOUNDATIONS 

CNNs are able to help with computer vision tasks like image classification and anomaly detection, thanks to their 

strong power to learn different levels of importance in image features. Because faults are usually not easy to spot and 

are small and limited in industrial visual inspection, this way of seeing is very important. This part sets up a base for 

learning how CNNs help detect anomalies, clarifies the types of approaches used and discusses what features of a 

CNN are important for identifying anomalies in challenging industrial situations. 

 

Convolutional Neural Networks in Visual Representation Learning 

These networks take their inspiration from our brains’ visual thinking, using layers of filters to pick out useful details 

from each image. In the early 1990s, CNNs started to gain recognition, but it was AlexNet in 2012 that led to their 

greater popularity following its good results in the ImageNet challenge (Yamashita et al., 2018). Convolutional, 

activation, pooling and fully connected layers are generally part of a CNN architecture. The special design of CNNs 

allows complex patterns in images to be handled with very little effort by humans in deciding which parts of the data 

to use. CNNs in industrial anomaly detection are capable of telling apart the textures of flaws and those of undamaged 

surfaces. Instead of using handmade features, CNNs adapt their weights on their own to pay attention only to essential 

and constant aspects (Sabokrou et al., 2017). 

 

Anomaly Detection: Definitions and Strategies 

Anomaly detection is about finding instances in data that are very different from the standard amount. To do this, 

inspectors check for scratches, cracks and wrong alignments, as well as contamination on the outside of the product. 

Because these defects come up occasionally and vary in their appearance, they are hard to catch with simple inspectors 

that depend on rules. In their work, Sabokrou et al. (2017) divide anomaly detection into three models: supervised, 

semi-supervised and unsupervised. When using supervised learning, both correct and faulty samples are used, but 

semi-supervised and unsupervised approaches mostly depend on normal data for training. 

Anomaly detectors with supervised CNNs are trained using images with proper classifications. Still, because there 

aren’t many defective samples, classifying the data becomes a huge challenge for the classifiers. Instead, when using 

these methods, only normal noise values are modeled and anomalies are spotted while inferring new data. Because it 

is difficult to collect many diverse defect samples in industry, this becomes very useful in that area (Larsen et al., 

2016; Kim et al., 2017). 

CNN Architectures in Anomaly Detection Systems 

Different CNN designs are used for different functions in detecting anomalies. The use of deep hierarchical layers in 

VGGNet and ResNet by classical architectures is valuable for identifying even the most varied defects (Assendorp & 

Deep, 2017). Autoencoders in unsupervised situations feed image data through CNN encoders which convert the data 
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into latent features. The decoder restores the original image from the latent features. Greater reconstruction error may 

mean there is an abnormality present. VAEs and GANs also work on this idea by acquiring probabilistic and 

adversarial distributions, leading to better findings of small irregularities in detailed industrial pictures (Larsen et al., 

2016; Kim et al., 2017). 

Architecture Year Type Typical Use in Anomaly 

Detection 

Strengths 

LeNet-5 1998 Supervised Basic image classification Lightweight, effective on 

small images 

AlexNet 2012 Supervised Feature extraction for defect 

classification 

Deep filters, strong 

generalization 

VGG-16/VGG-19 2014 Supervised Fine-grained defect 

classification 

High accuracy, simple 

architecture 

ResNet (e.g., 

ResNet-50) 

2016 Supervised/Unsupervised Deep residual learning for 

complex textures 

Solves vanishing 

gradient problem 

CNN 

Autoencoder 

2011 Unsupervised Image reconstruction, 

anomaly scoring 

Useful when no defect 

labels are available 

GAN 2014 Unsupervised Adversarial modeling, 

synthetic defect detection 

Captures distribution 

shifts effectively 

Table 1.  Comparative roles and strengths of common CNN architectures. 

 

CNN-Based Feature Learning vs. Traditional Methods 

Classical computer vision saw the frequent use of Local Binary Patterns (LBP), Histogram of Oriented Gradients 

(HOG) and Gabor filters, but that changed when CNNs became popular (Assendorp & Deep, 2017). While the 

approaches helped in clean tests, they did not work on surfaces covered with different textures used by industry. 

Instead, CNNs can discover the main qualities needed for finding defects which means the systems can be used more 

widely and effectively. Figure 1 makes it clear how a regular feature-based approach for inspection works differently 

from a CNN-based visual anomaly detection process. 

 
Figure 1. Traditional vs. CNN-Based Anomaly Detection in Visual Inspection 
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Challenges in CNN-Based Visual Inspection 

Nevertheless, CNNs cannot overcome all of their disadvantages. Training a deep CNN well is often hard because 

many samples are needed, but flaws only happen rarely. In some cases, if the network picks up just the random 

differences of the training data, it will be easily fooled and won’t do well in general. Also, how CNNs work makes it 

very hard to know why they predict what they do—an important worry regarding critical industrial problems. Although 

Grad-CAM and saliency maps can increase a model’s transparency, their usefulness in everyday problems is still 

being studied (Sabokrou et al., 2017). 

 

METHODOLOGICAL TAXONOMY 

CNNs have made anomaly detection in industrial visual inspection a broad research interest with a variety of 

approaches. All approaches rest on different beliefs about how available the data is, how often anomalies arrive and 

what the system is set to do. We now provide a taxonomy of CNN-based approaches to detecting anomalies, 

organizing them into supervised, unsupervised, self-supervised and hybrid varieties. To understand the balance 

between detection, data load and deploying these methods in factories, this classification is important. 

 

Supervised CNN-Based Methods 

The first CNN uses in anomaly detection came as supervised algorithms and typically worked with sets of images 

both with and without defects. To use these approaches, CNNs are built as typical classifiers using cross-entropy or 

comparable loss functions, labeling each image with a left-out class or a binary normal/defect label. Many users pick 

AlexNet, VGGNet and ResNet because they work very smoothly during image classification (Yamashita et al., 2018). 

The major challenge for supervised approaches in industry is that the amount of normal data is dramatically higher 

than the number of defective samples. Not only are defective instances rare, but they can look quite different from one 

another which makes it challenging for CNNs to learn about all types of defects. Besides, bringing together and noting 

all the defective items needed for all types of goods can be very difficult and take a lot of time and money. Despite 

the fact that data augmentation improves accuracy in cases of class imbalance, it mostly fails in situations where 

objects within a class have a lot of differences (Assendorp & Deep, 2017). 

 

Self-Supervised Learning Approaches 

Because in industry most samples are good, unsupervised methods have been widely explored. Their training requires 

only normal samples, as they work to figure out the normal data pattern. Anomalies are found when there is variation 

from what is normal in the distribution. In common practice, the convolutional autoencoder takes an image, turns it 

into a latent code and reconstructs it to find anomalies by comparing the original and the reconstructed image (Madry 

et al., 2018). Dap variation autoencoders add probability modeling and generative adversarial networks use adversarial 

training to extend this idea. These models were found to perform strongly in detecting soft surface defects because 

they examine detailed variations in data (Larsen et al., 2016; Kim et al., 2017). Even so, issues with unstable training 

and assessing the quality of results still arise, mainly during detailed high-resolution scanning. 

 

Hybrid and One-Class CNN Models 

Supervised and unsupervised learning are contrasted by a third method, self-supervised learning. It finds ways to learn 

useful features by using tasks invented from unlabeled material, rather than relying on manually added labels. In 

industrial inspection, it has been shown that self-supervised CNNs can produce stable representations that highlight 

the structure and appearances of normal products (Sabokrou et al., 2017). When these embeddings are not followed, 

the data is marked as an anomaly. Thanks to these approaches, there’s no need to see damaged material first to detect 

issues at a high level of accuracy. 

Such models use more than one approach to learning to make anomaly detection more effective. One example is that 

CNNs used with one-class classification can create small representations of normal samples that can help spot strange 
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or unusual patterns. Converting these images into probability distributions, convolutional encoders or adversarial 

learning have been explored to better handle shifts in distributions in visual inspection tasks (Kim et al., 2017; 

Sabokrou et al., 2017). They provide an effective middle ground between flexible unsupervised learning and the 

feature recognition in supervised CNNs. Such models are best used when making the difference between normal and 

unusual cases relies on the situation.  

 

Approach Description Key Models Sample Use 

Cases 

Strengths Limitations 

Supervised Learns directly from 

labeled defect/non-

defect data 

AlexNet, VGG, 

ResNet 

Scratch 

classification, 

PCB inspection 

High 

accuracy 

with labeled 

data 

Requires large 

annotated 

datasets 

Unsupervised Trained only on 

normal samples; 

detects outliers by 

deviation 

Autoencoders, 

GANs, VAEs 

Surface defect 

localization 

No need for 

defect 

samples 

Sensitive to 

noise and 

distribution 

shifts 

Self-

Supervised 

Learns 

representations using 

pretext tasks 

RotationNet, 

PuzzleNet 

Fabric and 

texture anomaly 

detection 

Label-

efficient, 

robust 

features 

Performance 

depends on 

pretext task 

Hybrid/One-

Class 

Combines CNNs 

with OC-SVM or 

clustering loss 

Deep SVDD, 

AE+GAN 

Subtle defect 

classification 

Effective for 

rare 

anomalies 

Complex 

training and 

tuning 

Table 2. Methodological Taxonomy of CNN-Based Anomaly Detection in Industrial Visual Inspection 

 

APPLICATIONS IN INDUSTRY 

Using CNN-based anomaly detection in industrial visual inspection has made it easier to automate the process, 

improve accuracy when finding defects and lessen costs. Many industries including semiconductor manufacturing, 

auto assembly, textiles and drug packaging use CNNs to catch small, extreme and focused defects. They reveal how 

practical and adaptable CNNs are in many industries that require high accuracy, scale up and the ability to process 

quickly (Yamashita et al., 2018). 

 

Semiconductor and Electronics Manufacturing 

Computer vision experts in semiconductors and printed circuit boards started using CNNs for anomaly detection early, 

because the field requires strict quality and deals with challenging types of errors. Traditional approaches based on 

rules regularly skip over small problems such as missing part or cable breaks present in images under changing 

environment. Unlike kinematics, CNNs can master spatial patterns in clean or labeled data and therefore provide 

accurate and dependable detection. ResNet and Inception Deep CNNs have been applied with automated optical 

inspection (AOI) to make the systems more sensitive and efficient at real-time use. For quickly detecting and locating 

several types of defects, current applications make use of YOLOv5 and PyTorch architectures, both improved by GPU 

processing. Almost all systems include an AOI camera, a way to save captured images and a CNN module that permits 

real-time inference. 
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Figure 2. CNN-Based Pipeline for Automated Visual Inspection in PCB Manufacturing 

 

Automotive and Mechanical Component Inspection 

In this industry, CNNs help inspect important engine parts, brake discs and shafts. Because of their typical, irregular 

surface features such as rust, oil stains or microfractures, these components are often missed by traditional tools for 

measuring shape. Due to being trained on labelled component photos, CNNs can accurately find and identify defects 

on a small and large scale (Zheng et al., 2018). Besides, CNNs can handle several imaging modalities—visible, 

thermal and X-ray—which makes defect detection easier in many different inspection environments. Thanks to this 

flexibility, the software is better equipped to discover flaws in both easy and hard-to-spot forms under all sorts of 

lighting conditions. 

Textile and Surface Pattern Inspection 

Visual inspection of textile products can be tricky because different types of fabric and defects look different each 

time. Broken weaves, misprints or knots in a carpet usually occur in only one area and can merge with detailed designs. 

It seems that classical approaches, like Gabor filters and co-occurrence matrices, are not fully effective for representing 

these different variations (Wang et al., 2018). Standard texture patterns are modeled and anomalies are caught in 

images with CNN-based unsupervised methods, mainly autoencoders. Li et al. (2018) showed how a convolutional 

autoencoder can find yarn skips and oil stains in fabric without using any labeled data. Now, these systems are used 

in monitoring looms to inspect them live and find mechanical faults. 

 

Pharmaceutical and Packaging Quality Control 

To guarantee that packages remain intact and follow regulations, inspecting by eye is very important in making drugs. 

Using CNNs, it is possible to detect missing tablets, misaligned labels and bent blister packs with greater success than 

is possible with older systems. Because they are good at understanding the relationship between objects, they are used 

to ensure that expiry dates and tamper proof marks are intact. CNNs have been shown by Nagahara et al., (2017) to 

discover low-contrast prints on glossy surfaces quicker, reducing the risk of missing anything and enhancing overall 

flow of items. According to this study, CNNs should be used more widely in areas where finding faults depends on 

small changes and varies depending on the scene. 

 

Industrial Robotics and Assembly Lines 

Component positioning, orientation and completeness are verified in industrial robotics using visual inspection 

systems driven by CNNs. Assemblers use CNN technology to ensure high-precision components have correct screws, 

adhesive and flawless connections. The quick response time from these systems allows for successful high-speed 

production. Using transfer learning, CNN models have made it possible for companies to quickly adapt to new 
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products with just a little bit of tagged data. Such systems become very useful in flexible manufacturing, as the 

variation in products demands instant and flexible inspection (Yamashita et al., 2018). 

 

Industry Sector Common Defect Types CNN Methods Used Benefits 

Semiconductor & 

PCB 

Shorts, missing pads, 

microcracks 

ResNet, VGG, CNN 

classifiers 

High-resolution inspection, 

AOI integration 

Automotive 

Components 

Casting cracks, wear, 

deformation 

CNNs with X-ray/thermal 

imaging 

Robust under multimodal 

conditions 

Textile & Fabrics Weaving faults, print 

errors, oil stains 

Autoencoders, GANs Label-free learning, texture 

modeling 

Pharmaceuticals Label misprints, blister 

deformation 

CNN classifiers, OCR 

CNNs 

Regulatory compliance, high 

sensitivity 

Industrial Robotics Misalignment, missing 

components 

Transfer learning, hybrid 

CNNs 

Fast adaptation, real-time 

feedback 

Table 3. CNN-Based Anomaly Detection Applications across Industrial Sectors 

 

PERFORMANCE METRICS AND BENCHMARKING 

Assessing the ability of CNN-based anomaly detectors in industrial visual inspection is necessary for academic and 

practical applications. Given that quality control in manufacturing is vital, any assessment of performance must cover 

how well it finds flaws, how sensitive it is to rare problems, how well it handles actual variability and its speed of 

computation. As a result, researchers have introduced a variety of evaluation tools and benchmarking data to connect 

with the distinct needs of diverse applications (Ando et al., 2016; Jabez & Muthukumar, 2015) 

 

Common Evaluation Metrics 

Even though things such as accuracy, precision, recall and F1-score are used for traditional classification in supervised 

learning, they prove less valuable when data is highly imbalanced. So, in situations where the ratio of errors is very 

low, a simple model may do well at predicting the main category but miss all the errors. The Receiver Operating 

Characteristic Area under the Curve (ROC-AUC) and the Precision-Recall Area under the Curve (PR-AUC) are 

suggested over other types of metrics for this case. Ge et al. (2017) pointed out that PR-AUC is valuable on unbalanced 

datasets because it measures the ratio of correct detection of rare anomalies. The IoU measure is vital for defect 

localization because it counts how much the model’s predicted defect regions and the ground truth regions overlap. 

Also, real-time inspection tools for industrial use depend on data about how much time it takes to process an image 

and how much memory it uses, as these numbers have direct impact on whether the system can integrate with 

production machinery. 

 

Benchmark Datasets for Industrial Inspection 

Analyzing different CNN-based anomaly detection models is only possible through the use of benchmark datasets. 

The DAGM 2007 dataset (Stentoumis et al., 2016) was one of the first and has been most frequently applied in this 

research area. The syllabus offers grayscale images with synthetically generated problems and clear notes, so it’s 

convenient for early determination of how well a system performs, even though it misses the real-time complexity of 

industrial scenarios. The Kolektor Surface-Defect Dataset (KolektorSDD) gives a more realistic view of the evaluation 

process. As explained by Zhao et al. (2017), industrial component images present on this dataset are detailed, allowing 

models to be assessed by both human experts and by themselves without manual labeling. Li and colleagues put 

forward the Magnetic Tile Defect Dataset (2018) which contains samples of different defects, for example, cracks, 

breaks and irregular patterns on magnetic surfaces. Although these datasets have supported the benchmarking process, 

a major problem is that standardized datasets for various domains and imaging types such as X-ray and thermal, are 
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not widely available. Because of industrial secrecy, important datasets in PCB inspection or automotive parts remain 

unavailable to people outside the company for public benchmarking. 

 

Cross-Method Comparisons and Model Validation 

Comparing anomaly detection models using convolutional neural networks gets complicated due to the differences in 

datasets, ways of preparing data and image augmentation used. In the end, some carefully planned evaluations have 

shed light on these two systems. Sørensen et al. (2017) explored classical autoencoders, variational autoencoders and 

one-class SVMs using deep features and found that models using deep learning normally perform better than shallow 

learning and unsupervised learning on most industrial data sets. A lot of researchers use transfer learning as a basic 

method to review the performance of algorithms. Networks trained with ImageNet (Achlioptas et al., 2009) as data 

are adjusted on industrial defect data and often handle unseen defect scenarios well using just a few samples. The 

success can be explained by the fact that low-level visual features stay important in different domains. Table 4 outlines 

the main metrics used and the popular datasets involved in testing CNN-based anomaly detection models in industry 

visual inspection. 

 

Metric Description Appropriate Context 

Accuracy Overall correctness of predictions Balanced datasets (rare in industry) 

Precision & Recall Precision = TP/(TP+FP), Recall = TP/(TP+FN) Anomaly presence estimation 

F1-Score Harmonic mean of precision and recall Overall detection quality 

ROC-AUC Trade-off between sensitivity and specificity Binary classification (threshold-free) 

PR-AUC Precision-recall trade-off, better for imbalanced 

data 

Sparse anomaly settings 

IoU (Jaccard 

Index) 

Region overlap for pixel-wise localization Surface anomaly segmentation 

Inference Time Time per sample inference in milliseconds Real-time deployment validation 

DAGM 2007 Synthetic textured surface images with defects Texture modeling, autoencoders 

KolektorSDD Real industrial surface defects with annotations Binary/multi-label classification 

MT Defect Dataset Magnetic tile surface cracks and breaks Small-scale surface anomaly 

detection 

Table 4. Performance Metrics and Benchmark Datasets in Industrial Visual Inspection 

 

6. Challenges and Limitations 

Makhzani & Frey (2017) point out that despite significant progress in CNN-based anomaly detection for checking 

industry equipment, there are several barriers that hold back their use and success. Identifying and managing these 

challenges will guide future research and how things are implemented. An important obstacle is that even in industrial 

sectors, defect data is often limited and unevenly spread. Han et al. point out that, since defective samples make up 

less than 1% of data, supervised CNNs are not well trained because the network requires many diverse examples to 

identify useful features. Since defects can differ a great deal in shape, size, appearance and texture, compiling a variety 

of labeled datasets is both a long and expensive process. Shifting and hard-to-notice challenges linked to industrial 

defects cause an additional problem. Distortions in texture, changes in color or micro-cracks that appear could be 

easily confused with harmless light, dirt or material issues (Zhao et al., 2018). This variation in the environment can 

increase the number of false positives and false negatives in CNN-based detectors, mainly since taking pictures is not 

standardized in real-world settings. Being able to explain what a model does is still a big problem. Because CNNs are 

not simple and do not reveal how they make decisions, they are frequently called “black boxes.” (Sung et al., 2018) 

When results from industrial inspections shape the safety and compliance of goods, explainability is usually necessary 
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rather than just a preference. While CAM and saliency maps have helped provide understanding of how a model 

functions, they are not detailed enough for strict industries (Kos et al., 2018). 

Working with deep CNNs to spot small defects using high-resolution images leads to high computation costs. As a 

result, the models created are generally bulky and take up a lot of resources, making it hard to use them in live or on-

device applications. Though GPUs and FPGAs have improved things, efficient architectures are required more than 

ever. Pruning, quantization and knowledge distillation appear to be good methods for simplifying models and keeping 

their performance unchanged (Han et al., 2018). In addition, the discipline does not have enough standard, free datasets 

that accurately reflect the variety found in real production environments. Several existing datasets contain artificial 

data and are privately owned, making it tough for research to be repeatable and hard to compare methods consistently 

(Kim et al., 2018). CNNs usually have challenges applying their knowledge to a variety of products, materials or 

imaging methods. A model may not work the same in a new context because there are differences in texture, shape or 

the equipment used to sense the environment. Transfer learning and domain adaptation are effective ways to solve the 

problem, though they often need a bit of labeled data from the target domain and must be well-tuned to work fully 

(Jabez & Muthukumar, 2015). 

 

FUTURE DIRECTIONS AND INNOVATIONS 

Exciting outcomes from using CNNs for anomaly detection in industry have motivated researchers to find ways to 

remove current obstacles and let the technology be used in more areas. The area given the most attention is the 

development of data-saving learning approaches. With limited availability of examples of defects, approaches using 

little labeled data such as few-shot learning, semi-supervised learning and self-supervised learning, are becoming more 

popular (Wang et al., 2018). When using few-shot, CNNs only need a little amount of information to function well 

and through self-supervision, they can teach themselves to recognize items by studying a large number of normal 

pictures. With the right plans, it becomes possible to considerably lessen the amount of manual annotation required. 

An additional interesting line of research is to combine generative models with CNNs. Basically, using techniques 

such as VAEs and GANs, we are able to compare against the standard patterns, highlighting any dissimilarities as 

anomalies (Kermany et al., 2018). Without much supervision, these frameworks require less annotation and can 

process fresh manufacturing issues more easily. 

Hybrid architectures create new chances for people who need them. When CNNs are added to graph neural networks 

or attention mechanisms, the results have shown promise in boosting both reliability and interpretability (Sørensen et 

al., 2018). In particular, attention-based methods can increase a network’s ability to perform well by selecting 

important parts of the image and soothing the noise. For industrial inspection in real time, CNNs must be optimized 

for use on the edge and embedded systems. The use of pruning, quantization and distilling knowledge makes it easier 

to deploy efficient models, even if there are strict rules on latency and computer resources. (Han et al., 2018). The 

need for explainability remains at the heart of research. Further developments should make CNNs more interpretable, 

delivering key points to those using them. Including confidence scores and logical reasons in explanations could help 

raise confidence and support certification in important industries (Srivastava et al., 2017). Furthermore, it is important 

for industry and academia to collaborate in order to supply huge, realistic datasets for industry use. Anomaly detection 

models could be developed and tested against new standards, as a result of datasets including different defect types, 

materials, imaging technologies and operating conditions (Tawara et al., 2018). Improving the ability of models to 

work in various domains is still a major task. Lately, some methods in domain adaptation and meta-learning have 

focused on models that need very little retraining after they encounter new products, types of defects or imaging 

configurations (Zhou & Tuzel, 2018). Because frequent product changes are common in flexible manufacturing, these 

capabilities are very useful. 

CONCLUSION 

This article covered, in depth, how CNN-based anomaly detection methods are applied in industrial visual inspection, 

explaining the important concepts and their usage. The impressive skill of CNNs in automatically spotting important 
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and varied features from complex images has allowed companies to detect more kinds of defects than before, since 

detecting them with traditional and simple methods proved challenging in the past. Looking at different CNN models 

shows that they can be used easily in many sectors, whether it’s for semiconductor making, checking car parts, textile 

quality, drug packaging or robotic parts assembly. With CNNs, automated optical inspection systems and multimodal 

imaging systems have boosted the accuracy of detecting problems, increased how much they can do and simplified 

their workflow. 

At the same time, this article points out the ongoing issues that CNN-based approaches encounter: the scarcity of 

defective samples, the complexity of diverse anomalies, problems with understanding their behavior and the need for 

strong computing resources. This proves why more research is needed in data-efficient learning, explainable AI, the 

use of hardware optimization and creating datasets accurate for industrial purposes. With new improvements through 

few-shot and self-supervised learning, generative models, mixed architectures and domain adaptation, CNN-based 

anomaly detection may be used in more complex and variable industrial settings. Additionally, working as a group to 

make datasets and benchmarks consistent will help improve the ability to reproduce and compare research. 
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