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ABSTRACT 

This study compares the performance of three of the top clustering algorithms—K-Means, Hierarchical 

Clustering, and DBSCAN—by implementing them on different datasets. The study compares internal and external 

measures of validation to determine how each of these algorithms would perform on different data distributions 

and patterns. Partitional clustering, in which one cluster is allocated to every point of data, and fuzzy clustering, 

in which there exists overlap in membership between clusters, is studied in this research. The performance 

measurement uses two top measures: Silhouette Score, which quantitatively measures cluster quality, and Davies-

Bouldin Index (DBI), which measures intra-cluster coherence against inter-cluster distance. Dynamic 

visualization methods are used in the study in order to give an interactive view of algorithmic performance, 

making it simpler for data scientists to choose the optimal clustering algorithms that suit dataset characteristics 
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INTRODUCTION   

Clustering is a significant application of data mining and pattern identification wherein similar points in data are 

grouped based on specific criteria. This study analyzes the performance of K-Means, Hierarchical Clustering, and 

DBSCAN based on the Iris, bank transactional records, and customer segmentation data records datasets. 

Performance is measured with clustering efficiency parameters such as Silhouette Score and Davies-Bouldin 

Index in order to compare model performance. The study aims to investigate how different clustering algorithms 

respond to evolving data properties and structural details. Visual analysis is also addressed in the study to enhance 

the interpretability of clustering results so that comparisons among methods can be made 

 

OBJECTIVES   

The main objective of the current research is to systematically evaluate clustering algorithms and their 

performance concerning different datasets. Some of the objectives are: 

1. Comparison of K-Means, Hierarchical Clustering, and DBSCAN behavior. 

2. Determining the relevance of each algorithm to data structures of different configurations. 

3. Assessing clustering effectiveness using typical validation metrics. 

4. Understanding the impact of data distribution on the efficacy of clustering. 

 

METHODOLOGY   

The methodology of this project follows a structured approach to analyzing and evaluating clustering algorithms 

across diverse datasets. 
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                    Clustering Algorithms by using Different Datasets 

 

  Clustering algorithm with 

Dataset 
Silhouette Score DB Index 

K-means - Iris 0.89 0.42 

K-means - Bank 0.72 0.85 

K-means - Customer Segments 0.83 0.56 

Hierarchical - Iris 0.81 0.58 

Hierarchical - Bank 0.68 0.92 

Hierarchical - Customer 

Segments 
0.76 0.67 

DBSCAN - Iris 0.78 0.63 

DBSCAN - Bank 0.65 0.97 

DBSCAN - Customer Segments 0.73 0.71 

Scores on applying clustering algorithms 

 

RESULTS AND DISCUSSION  

The study established the variations in clustering performance among the three algorithms as significant. K-Means 

performed well with well-separated clusters but poorly with irregular-shaped datasets. Hierarchical Clustering 

produced an elegant hierarchical structure but was computationally expensive on large data sets. DBSCAN 

performed well in picking out outliers as well as non-spherical clusters but was parameter-sensitive. These results 

imply that choosing the right clustering algorithm is based on the nature of the dataset and the application. 
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CONCLUSION  

The performance of Hierarchical Clustering, DBSCAN, and K-Means was compared across different datasets and 

metrics in this paper. The results indicate that K-Means performed well on structured data and DBSCAN on 

clusters with irregular shapes. Hierarchical clustering produced understandable clustering hierarchies but was not 

scalable. The paper highlights the choice of clustering algorithms based on data distribution, computational cost, 

and the application's purpose 
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