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ABSTRACT 

Online payment fraud has become a critical challenge in the digital economy, leading to substantial financial losses 

and eroding consumer trust. The rise of web surfing and online shopping, so came the use of credit cards for online 

transactions, as did the prevalence of online financial fraud. This study focuses on developing a machine learning-

based system to detect and prevent fraudulent transactions in online payment platforms. The proposed solution 

involves data preprocessing, feature engineering, and the selection of appropriate machine learning models such as 

Logistic Regression, XG Boost Classifier, Random Forests, and SVC. Given the imbalanced nature of the dataset, 

where fraudulent transactions are rare, advanced techniques are employed to enhance model accuracy. The 

evaluation metrics include accuracy, confusion matrix. The system is designed for real-time deployment, offering a 

robust mechanism to reduce fraudulent activities and improve the security and reliability of online payment systems.  
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INTRODUCTION 

 The rapid growth of online financial transactions has made digital payments an integral part of modern commerce. 

However, this convenience has also led to an increase in fraudulent activities, resulting in substantial financial losses 

for businesses and consumers. Online payment fraud involves unauthorized transactions where fraudsters exploit 

vulnerabilities in payment systems, causing significant damage to financial institutions. In the digital age, the 

proliferation of online payment systems has revolutionized commerce, offering unprecedented convenience and 

accessibility. However, this growth has also been accompanied by a rise in fraudulent activities, posing significant 

risks to both consumers and businesses. Online payment fraud encompasses a range of illicit activities, from 

unauthorized transactions to identity theft, and it can lead to substantial financial losses and a loss of trust in digital 

platforms. As fraudsters continuously develop new tactics, traditional rule-based detection methods struggle to keep 

pace with evolving threats.Traditional rule-based fraud detection systems rely on predefined rules and thresholds to 

identify suspicious activities. While effective in some cases, these systems struggle to adapt to evolving fraud 

patterns, leading to a high number of false positives and missed fraudulent transactions. 

 

OBJECTIVES 

The Main objective of the study is to identify the challenges in the implementation of the newly adopted depth  

Building an ML model for detecting fraudulent transactions in real-time. Exploring various ML techniques, 

including Supervised and Unsupervised Learning approaches. Handling data imbalance using techniques like 

SMOTE (Synthetic Minority Over-sampling Technique) or cost-sensitive learning. Reducing false positives to 

ensure a seamless user experience .Evaluating model performance using key metrics like Precision, Recall, F1-

Score. Deploying the trained model for real-time fraud detection in a financial system. 
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SYSTEM ARCHITECTURE 

 

 
 

Fig 1: System architecture 

 

 

METHODOLOGY  

  
 

1.Data Collection 

Collect transaction data including features such as transaction amount, timestamp, user details, payment method, and 

geographical location. Ensure that data includes both legitimate and fraudulent transactions 

The dataset used for training and testing the model contains online transaction data.  

It includes the following columns: 

type: Type of online transaction.  

amount: The amount of the transaction.  

NameOrig: Customer starting the transaction.  

OldbalanceOrg: Balance before the transaction. 

 newbalanceOrig: Balance after the transaction.  

nameDest: Recipient of the transaction.  

oldbalanceDest: Initial balance of recipient before the transaction. 

 newbalanceDest: The new balance of recipient after the transaction. 

  

. 
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2.Data Preprocessing 

Data Cleaning: Handle missing values, remove duplicates, and correct any inconsistencies. 

Feature Engineering: Create new features that could help in distinguishing fraudulent transactions (e.g., 

transaction frequency, average transaction amount, user behaviour patterns). 

Normalization/Standardization: Normalize or standardize numerical features to ensure they are on a similar scale. 

Categorical Encoding: Convert categorical variables into numerical formats using techniques like one-hot 

encoding or label encoding. 

 

3.Data Splitting 

Divide the data into training, validation, and test sets (e.g., 70% training, 15% validation, 15% test). 

 

4.Model Selection and Training 

Logistic Regression: A baseline method for binary classification. 

Decision Trees: For their interpretability and ability to handle non- linear relationships. 

Random Forests: An ensemble method that improves classification accuracy and reduces overfitting. 

Gradient Boosting Machines(GBM): Includes XG Boost , which are powerful for handling complex patterns. 

Neural Networks: For deep learning approaches, if the dataset is large and complex. 

 Train Models : Fit each selected model on the training dataset. 

 

5. Model Evaluation 

 Evaluate Performance: 

-Accuracy: The proportion of correctly classified transactions. 

-Precision: The proportion of true positives among the predicted positives. 

-Recall: The proportion of true positives among the actual positives. 

 F1 Score: The harmonic mean of precision and recall. 

 

6. Model Selection 

select the best model  for detect the fraud transactions 

 

 7.Testing and Final Evaluation 

Test Final Model: Evaluate the chosen model on the test set to assess its performance on unseen data. 

Analyze Results: Review the results and determine if further tuning or adjustments are needed. 

 

8. Deployment 

Deploy Model: Integrate the model into the production environment where it can analyze real-time transactions. 
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RESULTS AND DISCUSSION 

Considering the results of all the above-mentioned supervised machine learning algorithms we came to know 

random forest algorithm is the best suited algorithm for the detection of online transaction fraud with accuracy of 

99.94%. with respect to accuracy by comparing logistic regression is 96.1% and XGB classifier is 99.04% and SVM 

is 95.7% . However, looking to performance we conclude random forest is the best accuracy results. 

a.Count plot of payment type using Seaborn Library:    b .Bar plot for analyzing Type & Amount: 

 

 c.Distribution of Step column: 
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d.Correlation among different features using Heatmap  

 

 

  

e. Model Training and Model Evaluation                                   f.Confusion Matrix

https://ijetrm.com/
http://ijetrm.com/


Volume-09 Issue 06, June-2025                                                                                                ISSN: 2456-9348 

                                                                                                                                                   Impact Factor: 8.232 

 

 

 
International Journal of Engineering Technology Research & Management 

(IJETRM) 

https://ijetrm.com/ 

 

IJETRM (http://ijetrm.com/)   [541]   

 

 

OUTPUTSCREENS
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                                                                           CONCLUSION  

The project on online payment fraud detection using machine learning algorithms has demonstrated the potential 

and effectiveness of leveraging advanced computational techniques to combat financial fraud. By employing a 

combination of supervised learning models, such as Random Forest, XGBoost, and Support Vector Classifier, 

along with feature engineering and data preprocessing, the system has achieved a significant level of accuracy in 

identifying fraudulent transactions. The results underscore the importance of utilizing diverse algorithms and 

ensemble methods to enhance detection capabilities and reduce false positives. The implementation of these 

models in real-time scenarios can substantially mitigate the risk of financial loss for businesses and consumers 

alike, enhancing the overall security of online payment systems.. 
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