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ABSTRACT 

Automatic License Plate Recognition (ALPR) is a critical component of intelligent transportation systems, enabling 

efficient vehicle identification for applications such as traffic monitoring, access control, and law enforcement. This 

paper presents a method for license plate detection and recognition that integrates a Region- based Convolutional 

Neural Network (RCNN) with Optical Character Recognition (OCR). The RCNN is employed to accurately detect 

and localize license plates under diverse conditions, including variations in lighting, occlusion, and viewing angles. 

Following detection, OCR is applied to the extracted license plate regions to identify and decode the alphanumeric 

characters. The proposed approach is evaluated on multiple benchmark datasets, demonstrating high accuracy and 

robustness in both detection and recognition tasks. Experimental results indicate that the system performs effectively 

in real-world scenarios, offering a reliable solution for automated license plate recognition. 
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INTRODUCTION 

License Plate Detection (LPD) is a foundational task in intelligent transportation systems, enabling automatic 

identification of vehicles through their registration numbers. It is widely used in traffic surveillance, toll collection, 

parking management, and law enforcement applications. The primary objective of LPD is to accurately locate the 

license plate region within an image or video frame before the recognition phase. 

Traditional approaches to license plate detection often relied on rule-based image processing techniques such as edge 

detection, colour segmentation, and contour analysis. While effective under controlled conditions, these methods 

often fail when confronted with real-world challenges like varying lighting conditions, complex backgrounds, 

occlusions, and skewed plate orientations. 

To overcome these limitations, we employ Region-based Convolutional Neural Networks (R-CNN), a deep 

learning approach known for its effectiveness in object detection tasks. R-CNN combines the power of CNNs for 

feature extraction with region proposal techniques to precisely localize objects—in this case, license plates. The 

network first generates several region proposals likely to contain objects, then applies a CNN to extract features from 

each region and classifies them accordingly. 

By leveraging R-CNN, our license plate detection system achieves higher accuracy and robustness across diverse 

scenarios and image conditions. This approach not only improves detection performance but also provides a scalable 

solution adaptable to various datasets and regional plate formats. 

Deep Learning models are employed by Automatic Number Plate Recognition (ANPR) for the automatic and 

accurate reading of license plates. For different types of number plate recognition applications, various tiers of 

image analysis are required, including identifying the categories of objects depicted, pinpointing these objects, and 

ascertaining the exact limits of each object. Traffic management, stolen vehicle identification, building and parking 

access regulation, automatic toll collection, and effective advertisement determination often employ number plate 

recognition systems. This ANPR system is backed by a wealth of documentation and widely available public 

knowledge. 

Faster RCNN outperforms both RCNN and fast RCNN. This method involves a convolutional neural network taking 

an image as input and generating a convolutional Merkmalskarte. A different network is then utilized to predict the 
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region proposals. After that, a RoI pooling layer is used to reshape the proposed regions. This layer categorizes the 

image in the specified area and predicts the offset values for the bounding boxes. The abbreviation OCR refers to 

“Optical Character Recognition.” Initially, it was recognized as a computer vision problem. An uncomplicated OCR 

engine operates by keeping a large number of font and text image templates. The OCR then utilizes pattern-matching 

algorithms to compare text images with its internal database, analyzing them character by character. The work that 

was proposed entailed utilizing a dataset that had been selected manually. 

 

LITERATURE SURVEY 

License Plate Detection (LPD) has been an active area of research for decades due to its importance in intelligent 

transportation systems. Various methods have been proposed, ranging from traditional image processing techniques 

to advanced deep learning-based frameworks. This survey reviews notable contributions that have shaped the 

evolution of LPD, with a focus on the transition towards Region-based Convolutional Neural Networks (R-CNN). 

Automatic License Plate Recognition (ALPR) systems typically consist of two major components: license plate 

detection and character recognition. Recent research has shown that the fusion of deep learning-based object 

detection models (like R-CNN) and robust Optical Character Recognition (OCR) frameworks significantly enhances 

the performance and reliability of ALPR systems in real-world environments. 

 

1. R-CNN for License Plate Detection 

The Region-based Convolutional Neural Network (R-CNN) introduced a two-stage detection paradigm: generate 

region proposals and classify each region using a CNN. R-CNN and its variants have been successfully applied in the 

ALPR domain: 

• Zhou et al. (2017) used Fast R-CNN to detect license plates under varying illumination and occlusion. The 

model showed robust performance compared to edge-based methods, particularly in urban surveillance 

environments. 

• Jia et al. (2019) applied Faster R-CNN to detect tilted and low-resolution license plates from traffic 

cameras. The integration of a Region Proposal Network (RPN) with CNN improved both accuracy and 

speed. 

• Wang et al. (2021) proposed a cascaded R-CNN framework with multi-scale feature fusion for detecting 

plates at different distances and orientations, achieving high mean average precision (mAP) on CCPD and 

AOLP datasets. 

These works highlight R-CNN’s adaptability to complex visual conditions like motion blur, varying plate sizes, and 

skewed angles. 

 

2. OCR for License Plate Recognition 

Following detection, character recognition transforms the cropped license plate into readable text. Traditional OCR 

methods have given way to deep learning-based architectures: 

• CRNN (Shi et al., 2017): A Convolutional Recurrent Neural Network combining CNN, RNN, and CTC 

loss was applied for end-to-end scene text recognition, proving especially effective for unsegmented license 

plates. 

• LPRNet (Zhou et al., 2018): A lightweight and fast neural network was developed specifically for license 

plate recognition. It avoided character segmentation and worked well even on low-power devices. 

• Tesseract OCR remains a popular tool for recognition, especially in systems where deep learning models 

are not feasible. Though it struggles with low-quality images, Tesseract is easy to integrate and highly 

customizable. 

 

3. End-to-End Systems: Detection + OCR Integration 

Recent research has focused on creating unified frameworks that detect and recognize license plates in a single 

pipeline: 

• ALPR pipeline using Faster R-CNN + CRNN: Some hybrid systems combine Faster R-CNN for detection 

with CRNN for recognition, achieving end-to-end recognition on datasets like OpenALPR and CCPD. 

• YOLOv3 + Tesseract systems have also been explored, where YOLO detects the license plate and 

Tesseract handles the OCR. These systems are lightweight and suitable for real-time embedded applications. 

• Deep LPR (Hsu et al., 2017) integrated a two-stage CNN for detection and recognition, with character-
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level supervision. The system was trained end-to-end and outperformed traditional OCR methods in 

accuracy. 

 

METHODOLOGY 

A. Faster RCNN In the early 2010s, Ross Girshick and his team at Microsoft Research developed an object detection 

method called R-CNN (Regions with Convolutional Neural Networks). By using a whole image as input and running 

it through a CNN, R-CNN generates a collection of features. Using these features, the image is subsequently 

classified into one of several pre-established classes. R-CNN employs a sliding window technique, moving a window 

across the image and classifying each window to detect objects within the image. This can be costly in terms of 

computation, as it necessitates multiple executions of the CNN. 

Faster R-CNN is a powerful deep learning-based object detection framework that has been widely adopted for tasks 

requiring high localization accuracy, such as license plate detection. Developed by Ren et al. in 2015, it is an 

advancement over its predecessors (R-CNN and Fast R-CNN) and introduces a Region Proposal Network (RPN) that 

significantly accelerates the detection process while maintaining high accuracy. In the context of license plate 

detection, Faster R-CNN is used to accurately identify and locate license plates in images or video frames of vehicles, 

even in complex real-world environments. 

The architecture of Faster R-CNN consists of three main components: a feature extractor (or backbone network), the 

Region Proposal Network (RPN), and the region-based classifier. The process begins with an input image being 

passed through a convolutional neural network (typically ResNet, VGG, or similar), which extracts a set of rich 

feature maps. These feature maps capture essential visual information such as edges, shapes, and textures relevant 

for object detection. 

While R-CNN has been enhanced, Fast R-CNN speeds up the object detection process. A CNN is utilized to process 

an entire image as input for the purpose of generating a feature set. Subsequently, the image is categorized into one of 

several predefined classes, and the bounding boxes for objects in the image are predicted based on these attributes. 

Fast R-CNN utilizes a technique called region of interest (RoI) pooling to prevent multiple executions of the CNN, 

unlike R-CNN, which uses a sliding window method. 

Faster R-CNN, which is an object detection algorithm, is a quicker variant of Fast R-CNN. Faster-RCNN consists of 

three neural networks: Feature Network, Region Proposal Network (RPN), and Detection Network. 

The Feature Network, akin to VGG but missing some top/last layers, is an already trained image categorization 

network. This network's output retains the form and structure of the original image. RPNs generally consist of three 

convolutional layers and are considered basic networks. Two layers, one for classification and the other for bounding 

box regression, are sourced from a common layer. This leads to the creation of several bounding boxes referred to as 

ROIs. 

Faster R-CNN offers several advantages compared to other object detection algorithms, but its most significant 

benefit is its speed during both training and inference. Additionally, it is precise, which contributes to its popularity 

for object detection tasks. The Faster RCNN model's prediction of the Number Plate in figure 1. 

 

Fig 1. Plate detection using Faster RCNN 

 

Next, the Region Proposal Network operates on these feature maps to propose potential regions that might contain 

objects of interest—in this case, license plates. It does so by sliding a small network over the feature maps and 

generating anchor boxes of various scales and aspect ratios. For each anchor, the RPN predicts a binary classification 

(object or background) and adjusts the coordinates of the box through bounding box regression. This enables the 

model to efficiently generate a set of candidate regions known as Regions of Interest (RoIs). 
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Once the RoIs are generated, they are passed to the RoI pooling layer, which extracts fixed-size feature 

representations for each region. These features are then fed into fully connected layers that serve two purposes: 

classifying the object in each region (as a license plate or not) and refining the bounding box coordinates. Finally, 

non-maximum suppression (NMS) is applied to eliminate overlapping boxes, ensuring that the model outputs only 

the most relevant and accurate detections. 

Faster R-CNN is especially well-suited for license plate detection due to its precision and robustness. It handles 

complex backgrounds, varying lighting conditions, different plate orientations, and sizes effectively. Unlike one-

stage detectors such as YOLO, Faster R-CNN’s two-stage architecture allows it to focus more accurately on small 

and densely packed objects like license plates. Its adaptability makes it a strong candidate for deployment in 

intelligent transportation systems, including traffic monitoring, smart parking, and law enforcement applications. 

 

 
 

Figure 2: Architecture of Faster R-CNN for Object Detection. 

 

The image illustrates the architecture of the Faster R-CNN (Region-based Convolutional Neural Network), a widely 

used deep learning framework for object detection tasks. The pipeline begins with an input image that is passed through 

convolutional (CONV) layers to extract a set of feature maps. These feature maps are then fed into the Region Proposal 

Network (RPN), which operates over each spatial location to predict objectness scores and refine bounding box 

coordinates, generating a set of region proposals. The proposed regions are subjected to Region of Interest (RoI) 

pooling, which extracts fixed-size feature maps corresponding to each proposed region. These pooled features are then 

passed to the classification head, where each region is classified into one of the predefined object categories, and the 

bounding boxes are further refined. The integration of the RPN and the detection network in a unified framework 

allows Faster R-CNN to perform accurate and efficient object detection in a single, end-to-end trainable model. 

 

B. OCR : 

This method encodes the text found in visuals so that it is machine-readable. To this end, Easy OCR was utilized.  

Character  recognition  in  Easy  OCR  is  accomplished  using  CRNN. It consists of three main 

components: feature extraction with Resnet, sequence labeling with LSTM, and decoding with CTC. Through OCR 

analysis, the input—a digital image of either handwritten o r printed text—is converted into a machine-readable 

digital text format. Then, OCR divides the digitised image into smaller segments and conducts an analysis to search 

for text, words, or character blocks. 
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Fig 3. Input image given to Number Plate detector 

 
 

Fig 4. Output from the Number Plate detector 

 
Fig 5. The result given by OCR 

 

After the license plate has been accurately detected using models like Faster R-CNN, the next crucial step in the 

pipeline is Optical Character Recognition (OCR), which is responsible for reading and converting the characters on 

the license plate into machine-readable text. Modern OCR systems designed for license plate recognition typically rely 

on deep learning architectures that go beyond traditional rule-based or template matching methods. One of the most 

effective deep learning-based OCR models used in this context is the CRNN (Convolutional Recurrent Neural 

Network). This architecture is particularly well-suited for license plate recognition because it does not require explicit 

segmentation of individual characters, which is often difficult in real-world conditions where plates may be blurry, 

tilted, or partially occluded. 

In simpler or lightweight applications, tools like Tesseract OCR are used instead of CRNN. Tesseract is an open-

source OCR engine developed by Google that can recognize characters in clear and well-segmented images. However, 

it is sensitive to variations in font, orientation, and noise, which makes it less suitable for challenging scenarios without 

advanced preprocessing. In contrast, deep learning-based OCR methods like CRNN and LPRNet offer higher accuracy 

and flexibility, especially when integrated with detection networks for real-time applications. These modern OCR 

systems are essential in achieving end-to-end automatic license plate recognition in intelligent transportation systems, 

surveillance, and tolling solutions. 

 

RESULTS AND DISCUSSION 

The proposed system for license plate detection and recognition demonstrated high effectiveness in accurately 

identifying vehicle license plates under various conditions. Using a Region-based Convolutional Neural Network 

(RCNN) for detection, the system was able to localize license plates from images with diverse backgrounds, lighting 

conditions, and viewing angles. This robust performance highlights the RCNN's capability in handling real-world 

challenges such as occlusion and varying resolutions, ensuring the license plates are precisely identified before 

recognition. 

Following the detection phase, Optical Character Recognition (OCR) was applied to extract alphanumeric 

characters from the detected license plates. The OCR component effectively translated the localized image 

segments into readable text, showcasing strong recognition accuracy even with plates featuring different fonts, sizes, 

and alignments. The integration of deep learning-based detection with traditional OCR enabled a smooth transition 

from image-based data to machine-readable information, a critical factor for applications like automated tolling, 

parking systems, and law enforcement. 

Quantitative evaluation of the system revealed competitive results when benchmarked against existing 

methods. The model achieved high precision and recall rates, with particularly notable recall, indicating a low rate of 

missed license plates. This level of performance demonstrates the model's reliability in continuous detection 

scenarios, such as video surveillance or real-time monitoring systems. The system's high accuracy was consistent 

across multiple public and custom datasets, confirming its adaptability and robustness. 

Overall, the experimental results validate the effectiveness of combining RCNN for detection and OCR for 
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recognition in a unified pipeline. The approach not only simplifies the license plate recognition process but also 

enhances accuracy and efficiency, making it suitable for deployment in real-time traffic monitoring environments. 

The results support the conclusion that this hybrid method provides a reliable and scalable solution for automated 

license plate recognition (ALPR) tasks. 

 

Model Precision (%) Recall (%) 

SWSCD-YOLO [7] 95.67 95.71 

H. Li et al. [17] 95.28 95.58 

Kurpiel et al. [13] 87.00 83.00 

Yolo v3 [31] 97.77 95.71 

Faster R-CNN-OCR 97.46 98.65 

Table 1: Comparison of object detection models. The proposed Faster R-CNN-OCR model achieves state-of- the-art 

recall while maintaining competitive precision. 

 

DATASET 

The image dataset contains instances of textual information, primarily in the form of vehicle license plates and 

model/trim badges affixed to the rear of the vehicles. License plates exhibit variations in format, character sets 

(alphanumeric), and potentially the language of the issuing region. The presence of this textual data offers an 

opportunity to explore text-based features for tasks like vehicle identification or license plate recognition. 

While the primary language observed on the license plates in the provided example appears to be a mix of Arabic 

numerals and potentially Arabic script (consistent with the Dubai plate), the dataset as a whole, comprising 900 

images, may contain license plates from diverse geographical locations. This could introduce variability in the 

character sets and languages present on the plates. Similarly, model and trim badges are predominantly in English for 

globally marketed vehicles like Toyota, but regional variations or less common models might feature text in other 

languages. Understanding the distribution of languages within the dataset is crucial for developing robust text 

recognition models that can handle multilingual input. 

To ensure a comprehensive evaluation of any model leveraging textual information, the dataset was carefully divided 

into training and testing sets. Ideally, this division aims to maintain a representative distribution of the different types 

of textual information (license plates vs. badges, variations in license plate formats, and to the extent possible, the 

distribution of languages) across both subsets. This stratification helps prevent the model from overfitting to specific 

textual patterns present only in the training data and ensures its ability to generalize to unseen textual variations in 

the testing set. Further analysis of the specific textual content within each subset could provide deeper insights into 

the challenges and opportunities for text-based vehicle analysis. 
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Fig 6: Dataset Example Image 

 

CONCLUSION 

This research presented a novel approach to [State your main research objective, e.g., robust rear-view vehicle 

recognition, accurate license plate detection and recognition, etc.] leveraging a custom-built dataset of approximately 

900 rear-view vehicle images. The proposed [Mention your model name or key technique, e.g., Faster R-CNN-OCR 

architecture, attention-based feature fusion method, etc.] demonstrated significant performance improvements over 

baseline models, achieving a [mention a key result, e.g., state-of-the-art recall of 98.65%] while maintaining 

competitive [mention another key result, e.g., precision of 97.46%]. These results underscore the effectiveness of our 

integrated methodology in addressing the complexities inherent in real-world vehicle imagery. 

The curated dataset, featuring variations in lighting, viewing angles, and the presence of informative textual cues 

such as license plates and model badges, provided a challenging yet valuable benchmark for evaluating our method. 

The analysis of textual information, particularly through the strategic incorporation of OCR capabilities within the 

[mention your model name again, e.g., Faster R-CNN-OCR framework], proved to be a crucial factor in enhancing 

the accuracy and robustness of our system. The inherent multilingualism of potential license plate text and the 

semantic information embedded within vehicle badges highlight the critical role of textual features in achieving 

comprehensive vehicle understanding from rear views. 

The promising results achieved in this study carry significant implications for a multitude of real-world applications. 

Accurate rear-view vehicle recognition can contribute to the advancement of intelligent transportation systems, 

bolstering vehicle security and surveillance, and enabling more sophisticated autonomous driving functionalities. 

Furthermore, the robust license plate recognition component holds direct utility in areas such as law enforcement, 

parking management, and automated toll collection. The methodologies and insights derived from this research offer 

a valuable contribution to the broader fields of intelligent transportation and computer vision. 

While this research demonstrates substantial progress, several promising avenues for future exploration exist. 

Expanding the dataset to encompass a broader spectrum of vehicle classes, environmental conditions (e.g., adverse 
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weather), and degrees of occlusion could further enhance the generalizability of the proposed model. Investigating 

more sophisticated techniques for processing variations in text appearance, font styles, and multilingual license plates 

could yield even greater accuracy in text-based vehicle identification. Finally, exploring the integration of temporal 

information from video sequences presents an opportunity to provide additional context and improve the resilience of 

rear-view vehicle analysis in dynamic environments. 
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