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ABSTRACT 

Apps using satellite data can benefit greatly from using satellite image segmentation for land use, the environment, 

and planning cities. Segmenting high-resolution satellite imagery is made simpler by CNNs, which can discover 

hierarchies in spatial features. Even so, CNNs can do well or fail depending on how the learning rate, batch size, 

filter size, dropout rate, and number of convolutional layers are set as hyperparameters. Errors in setting learning 

parameters often result in models with accuracy problems that cannot be used to predict new examples. 

The study examines how tuning hyperparameters improves using CNNs for satellite image segmentation by grid 

search. Various advantages of several CNN configurations on a high-resolution satellite dataset were analyzed to 

select the top ones for segmentation. Each configuration was measured using IoU, F1-score, and pixel accuracy 

during the evaluation. 

Findings indicate that small tweaks in the hyperparameters can greatly improve the segmentation results. A grid 

search made the model more resilient and saved time as it quickly removed configurations that didn’t perform 

effectively. Furthermore, the findings confirm that results are improved by adjusting parameters for particular 

domains, not just accepting the default settings. This paper shows a repeatable way for professionals to boost their 

segmentation results in image analysis, which supports agricultural monitoring, assessment of disasters, and studies 

on climate. 
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1. INTRODUCTION 

Landscapes, environment, land use, and disaster management benefit from using satellite images. Because semantic 

segmentation is a powerful technique, many scientists now rely on it to separate and assign landscape features at a 

pixel level. Due to their ability to spot spatial trends and understand complex patterns in the data, CNNs are now the 

standard approach for this type of task. The results achieved by CNNs often depend greatly on how you pick out the 

learning rate, batch size, filter dimensions, number of layers, and optimizer type. Since these parameters are not 

always suitable everywhere, you must often adjust them for a specific domain to make the model more accurate, 

fast, and able to generalize well (Krishnakumari et al., 2020; Kimura et al., 2020). If datasets in satellite imagery 

differ greatly in resolution, noise, and complexity, following default values for hyperparameters may produce less-

than-impressive segmentation results. 

Many methods for hyperparameter tuning have been examined to overcome this problem. Grid Search Optimization 

(GSO) stands out to many experts for being straightforward, transparent, and reproducible. Grid search tests every 

combination from a given hyperparameter space, unlike other methods, and is perfect for practical testing and 

learning. In this research, we use grid search to adjust CNN parameters for image segmentation with satellite images. 

We also review how different settings impact the results measured by Intersection over Union (IoU) and F1-score. 

According to our analysis, choosing various learning rates and optimizers can bring about a 4–6% improvement in 

segmentation accuracy, in line with earlier research in time-series prediction and remote sensing developed by 

Abarja et al. (2020) and Ghassemi et al. (2019). The goal of this paper is to create a simple and effective tool that 

helps researchers and users in the geospatial area optimize their performance freely. 

1.1 Background and Motivation 

Through satellite image segmentation, detailed information from geospatial and environmental photos can be 

precisely interpreted for uses such as mapping land usage, responding to emergencies, and urban development. 
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Now that much mapping data is gathered by satellites, plain image processing methods usually miss small but 

important features across different landscapes. Because of their skill at extracting features at different levels and 

across various parts of an image, CNNs now dominate in semantically segmenting satellite images (Ghassemi et 

al., 2019; Jia, Lang, Oliva, Song, & Peng, 2019). 

However, how CNN performs greatly relies on choosing the proper hyperparameters. How quickly the model trains, 

how rapidly it learns, and how well it can apply its training are affected by learning rate, batch size, kernel size, and 

dropout rate. If the hyperparameters are not chosen carefully, the model can start overfitting or not improve very 

much, resulting in poor segmentation quality, according to Kimura, Lucio, Britto, & Menotti, 2020 and 

Krishnakumari, Sivasankar, & Radhakrishnan, 2020. Since it takes a lot of computing power to segment satellite 

data with CNNs, the configuration must be built for speed and stability. 

Lately, grid search and evolutionary optimization have shown great potential in improving the performance of CNNs 

when used for medical imaging and dealing with geospatial data (Abarja et al., 2020; Kapoor et al., 2017). In this 

pattern, different combinations of hyperparameters are checked in a set area to find the setup that performs best, 

often both increasing accuracy and lowering the total work done (Behera & Nain, 2019). 

1.2 Problem Statement 

Even though CNNs have many successes in remote sensing, many current models depend on standard or manually 

selected options that may be unsuitable for satellite image segmentation. Its application can lead to errors in results 

and typically does not repeat well on different datasets with various resolutions, object densities and class 

distribution problems. Moreover, lacking a standard approach to applying CNNs makes it hard to bring them into 

standard remote sensing tasks (Lee, Park, & Sim, 2018; Tahyudin, Nambo, & Goto, 2018). 

A way to solve these problems is to develop a step-by-step method that consistently improves model function and 

still keeps things running efficiently. 

1.3 Objectives of the Study  

Its purpose is to thoroughly study how fine-tuning some key settings or hyperparameters affects the performance 

of CNN-based models for segmenting satellite images. Among the important goals are: 

To assess the performance of CNN segmentation when different hyperparameter configurations are used and to do 

so using standard remote sensing measurements such as Intersection over Union (IoU) and F1-score. 

By using grid search in satellite imagery, we test different settings for learning rate, batch size, dropout, filter size 

and optimizers. 

To find out which hyperparameter values improve the accuracy and broad application of the segmentation. 

The researchers will use a public dataset from satellites and test variations on CNN settings using a grid search 

framework while considering advice given in earlier studies on optimizing CNNs (Nomura et al., 2020; Mandal, 

Dey, & Roy, 2019; Rehman & Hussain, 2018). 

1.4 Scope and Contributions 

The study uses CNNs to perform multi-class segmentation of high-quality images from satellites. Grid search 

optimization is included in the study’s training pipeline, allowing the tuning of CNNs to be both repeatable and 

possible on larger datasets. 

Among its main contributions are: 

• Thoroughly investigating CNN hyperparameters with the grid search method when segmenting satellite 

images is the subject of this chapter. 

• Showing the results of comparing default vs. optimized configurations, supported by graphs and 

explanatory measurements. 

• The method recommended in the paper can be used for tuning CNN settings in areas such as medical 

diagnostics, seismology, and agriculture (Jia, Lang, Oliva, Song, & Peng, 2019; Kaushik & Jain, 2018; 

Wang, Gong, Li, & Qiu, 2019). 

To aid AI-driven tools in remote sensing, this paper works to integrate theoretical models and their use in practical 

satellite images. 

 

2. LITERATURE REVIEW 

The review of the literature presents a complete overview of research and changes occurring in the study’s subject. 

It defines the essentials of the research problem, reveals what is unknown in the subject, and explains why the 

investigation is taking place. The report explores recent advances in applying CNNs to satellite image segmentation, 

their growing use in remote sensing, the role of hyperparameters, and how optimization affects results. This section 

combines research to explain how a proposed grid search helps CNN models. 
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2.1 How Satellite Image Segmentation Works 

Precise extraction of land features from aerial images is achieved through the task of satellite image segmentation. 

Typically, this field includes two kinds: semantic segmentation, which assigns a category to each pixel, and 

instance segmentation, which separates individual objects from the same class. Remotely sensed datasets are 

regularly applied for agricultural mapping, military surveillance, and disaster planning (Rehman & Hussain, 

2018). 

Thanks to advanced segmentation, planners can carry out accurate city designs, review forestry changes, and develop 

flood maps. Performance in segmentation is affected by how well algorithms hold up to different kinds of spatial 

and spectral fluctuations (Ghassemi et al., 2019). Classifying images is difficult because of noise, changes in 

resolutions, and seasonal changes seen in the datasets. 

2.2 Remote Sensing With the Help of Convolutional Neural Networks 

CNNs have greatly improved how remote sensing images are handled by making image classification and 

segmentation more accurate. Many researchers choose U-Net, SegNet and DeepLab because they are able to 

identify both wide and small details of images well. U-Net is valued because its symmetric design makes it good at 

recovering image resolution. 

SegNet does this by remembering which pixels were included by max pooling, whereas DeepLab applies atrous 

convolutions for multiple scales. Although CNNs have many positive features, they are costly to train and often 

depend a lot on how their hyperparameters are configured (Jia, Lang, Oliva, Song, & Peng, 2019). Generally, when 

CNN-based segmentation works on heterogeneous satellite images, it often underperforms unless the network is 

specifically tuned for the specific domain (Ghassemi et al., 2019). 

2.3 How Hyperparameter Tuning Matters in Using CNNs 

What the model does, and the results it gives are greatly affected by Hyperparameters. How the model learns is 

regularized, and how it extracts features is controlled by the learning rate, batch size, dropout rate, and kernel size. 

If you do not tune your data correctly, it can result in overfitting, slow understanding, and poor accuracy of your 

segments (Kimura et al., 2020). 

Adjusting how many examples are dropped in training can control overfitting on small satellite datasets, and 

changing the learning rate changes how stable and fast the model learns (Lee, Park, & Sim, 2018). Gains in medical 

imaging (Krishnakumari, Sivasankar, & Radhakrishnan, 2020) and satellite imagery (Kapoor et al., 2017) have been 

detected through systematic optimization of hyperparameters, according to research (Krishnakumari, Sivasankar, & 

Radhakrishnan, 2020; Kapoor et al., 2017). 

2.4 Different Methods for Choosing Hyperparameters 

Many suggestions have come forward to improve the way CNN hyperparameters are set. Although manual tuning 

is easy to do, it is not very effective, and it is not the same for every dataset. Optimal configurations can be 

successfully found using grid search, random search, and Bayesian optimization methods. 

Grid search, specifically, reviews all the combinations in the specified range of parameters. Even though it takes a 

lot of computing resources, it provides full investigation and ensures the work can be easily repeated (Behera & 

Nain, 2019). It has been found through comparative research that grid search maintains better consistency in its 

results than random search in applications that use images (Mandal, Dey, & Roy, 2019). 

Even though Bayesian optimization works well, its outcomes might not be strong in spaces with many dimensions 

or if objective functions are noisy (Tahyudin, Nambo, & Goto, 2018). Several studies focus on using Harmony 

Search and evolutionary algorithms to help tune CNN (Jia, Lang, Oliva, Song, & Peng, 2019). 

 

Study Optimization 

Method 

Dataset Used Performance 

Metric 

Key Findings 

Kapoor et al. (2017) Grey Wolf 

Optimizer 

LANDSAT IoU, Accuracy Effective for clustering-based 

segmentation 

Kimura et al. (2020) Grid Search Iris Liveness Accuracy Improved model 

generalization post-tuning 

Krishnakumari et al. 

(2020) 

Manual + Grid 

Search 

IMDB 

Sentiment 

F1-score Tuning enhances CNN 

domain adaptation 

Behera & Nain 

(2019) 

Grid Search Big Mart 

Sales 

RMSE GSO effectively optimized 

forecasting CNN 

Abarja et al. (2020) Hyperparameter 

Grid 

Movie 

Ratings 

MSE Tuning improved 

convergence and reduced 

error 
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Ghassemi et al. 

(2019) 

Adaptive Learning Multi-source 

RS 

IoU Robust across heterogeneous 

satellite datasets 

 

Table 1: Summary of Related Work in CNN Hyperparameter Tuning for Image Segmentation 

 

3. METHODOLOGY 

The researchers explain in the methodology the steps they took to tune CNNs for image segmentation using a grid 

search. I gathered data, prepared it, picked the right CNN model, and looked at some basic values before assessing 

the model using standard evaluation criteria. 

3.1 Data Description 

The DeepGlobe Land Cover Classification provided the satellite imagery for this work since its scenes are detailed 

and not the same. Images of each scene are in RGB format and measure 2448×2448 pixels, and there is ground 

truth data for seven different land types. Initially, pixels with high values were written as similar numbers, and 

afterward, rotations, flipping, and changes to contrast were added to enhance learning for the model. Using all the 

images here, 80% were trained, 10% were used to validate the models, and the last 10% were used for testing. 

3.2 The CNN is the model chosen for this project 

A U–net–like encoder-decoder structure is used in the segmentation of CNN’s network, which was built by CNN. 

Several sets of convolution, ReLU and max-pooling are used by the encoder to decrease the amount of data. The 

decoder restores missing information and improves edge detection by combining upsampling layers and skip 

connection. 

• There are five layers, each using filters of 32, 64, 128, 128 and 64 

• Two times two max pooling 

• The Activation Function under examination is ReLU. 

• A “drop” layer is sandwiched between every set of convolutional layers, which prevents the system from 

remembering too much information. 

• Kept between encoder and decoder pairs to ensure the spatial part of the signal is retained 

 
Figure 1: CNN Architecture Diagram for Satellite Segmentation 
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3.3 Hyperparameter Space for Grid Search 

Improvements in the model’s performance were reached through the use of a grid search. The hyperparameters 

and their possible values were all decided by hand. 

Hyperparameter Values Tested 

Learning Rate 0.01, 0.001, 0.0001 

Batch Size 16, 32, 64 

Dropout Rate 0.2, 0.3, 0.5 

Optimizer Adam, RMSprop, SGD 

Filters 32, 64, 128 

Table 2: Grid Search Hyperparameter Space 

 

All the different settings were checked with this method so that the setting that resulted in the best combination 

between lower training loss and higher evaluation metrics could be identified. 

Since grid search is both easy to use and works well for smaller to intermediate parameter ranges, it was used in this 

study (Behera & Nain, 2019; Mandal et al., 2019). Previous research using CNNs and images or text found that this 

technique has produced impressive results (Abarja et al., 2020; Kimura et al., 2020). 

3.4 Evaluation Metrics 

The mentioned metrics were applied to evaluate model performance for different hyperparameter values. 

• IoU is a measure that tells us how much predicted and true segmentations match. 

• Dice Coefficient: Precision and recall are averaged through the harmonic mean, and it is commonly applied 

in biomedical and satellite imaging. 

• These two measures are used to assess the performance of every class. 

• F1-Score shows the precision and recall values in one score. 

• Total Time for Convergence: Total amounts of epochs completed until convergence. 

One can well evaluate both the various segmentation outcomes and the full classification, as it is suggested to do in 

satellite segmentation benchmarking literature (Ghassemi et al., 2019; Jia et al., 2019; Krishnakumari et al., 2020). 

 

4. DISCUSSION AND RESULTS 

A major part of the results and discussion section examines research results, assesses them versus other works, and 

measures how successful methods are in meeting goals. Here, we outline the results of our grid search over 

hyperparameters and how they affect CNN-based satellite image segmentation. To see the practical side, different 

algorithms are compared, their efficiency is noted, and limitations are pointed out. 

4.1 Evaluating Grid Search’s performance 

Using the grid search method greatly improved performance by refining important hyperparameters. Combinations 

of learning rates, batch sizes, dropout values, filter quantities, and optimizers were considered throughout the 

whole tuning process. 

Hyperparameters that were changed as part of the study were: 

• Taken into consideration are learning rates of 0.01, 0.001, and 0.0001. 

• Batch sizes are available in these sizes: 16, 32, and 64. 

• There are filters in sizes 32, 64, and 128. 

• The dropout rate for the program is 0.2, 0.3, and 0.5. 

• Adam, RMSprop, and SGD are all examples of optimizers. 

Similarly to what Abarja et al. (2020) and Kimura et al. (2020) reported, a small learning rate (0.001) and a moderate 

batch size (32) allowed the model to learn more reliably and with a lower validation loss. Using 64 filters, 0.3 

dropouts, and Adam as the optimizer, the model ran more accurately and converged faster than others, which proved 

that extensive grid-based tuning is valuable (Behera & Nain, 2019; Krishnakumari et al., 2020). 

 

Config 

ID 

LR Batch Dropout Filters Optimizer IoU F1-

Score 

Dice 

#G14 0.001 32 0.3 64 Adam 82.7% 85.1% 83.9% 

#G21 0.0001 64 0.2 128 RMSprop 81.5% 83.6% 82.4% 

Table 3: Best-Performing Configurations and Corresponding Scores 
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4.2 Assessing with Otherwise Comparable Default or Untuned Data Models 

Tuned models achieved better segmentation results and lower error rates compared to the default settings of 

CNNs. Experiments with un-tuned baseline led to noisy results and many errors in places where vegetation and 

urban areas overlapped (Jia et al., 2019). 

 
 

Figure 2: Visual Comparison – Raw vs Tuned CNN Segmentation Results 

 

4.3 The Amount of Computing Power Required 

Although grid search performs well, it involves a large number of calculations for options (Tahyudin et al., 2018; 

Lee et al., 2018). In general, learning via full search required 5–6 times longer to train than with just a single 

training cycle. However, the better performance on IoU and F1-score makes it worthwhile to use the method, 

mainly in vital fields such as disaster mapping and agriculture. 

Reducing the effects of limited resources can be done using parallel approaches or hybrid methods (SOI), such as 

grid computing combined with early stopping (Mandal et al., 2019). 

4.4 Limitations and Constraints 

Even though a grid search helps, certain restrictions cannot be avoided. 

• Requirements: A lot of Graphics Processing Unit (GPU) time and plenty of storage 

• If the data is not diverse, the model may be overfitted due to relying on the validation set (Krishna Kumari 

et al., 2020) 

• It is not always possible to apply a model created using one set of images to images from other satellites or 

with different resolutions (Ghassemi et al., 2019; Rehman & Hussain, 2018) 

Future methods can use Bayesian optimization or genetic algorithms to reduce the number of experiments required 

and not sacrifice the model’s accuracy, according to (Jia et al., 2019; Kapoor et al., 2017). 

 

5. CONCLUSION AND FUTURE WORK 

A systematic study of academic work on CNNs and segmenting satellite images suggests that many researchers are 

now testing different models and optimization methods to enhance performance. Recently, it has been widely 

recognized that tuning hyperparameters is important for CNNs to work well for medical image classification, remote 

https://www.ijetrm.com/
http://ijetrm.com/


Volume-04 Issue 07, July-2020                                                                                                ISSN: 2456-9348 

                                                                                                                                                   Impact Factor: 4.520 

 

 

 
International Journal of Engineering Technology Research & Management 

Published By: 

https://www.ijetrm.com/ 

 

IJETRM (http://ijetrm.com/)   [146]   

 

 

sensing, and forecasting datasets (Kimura et al., 2020; Abarja et al., 2020). Experiments in multiple domains suggest 

that Bayesian optimization, random search, genetic algorithms, and grid search vary in search efficiency and in how 

accurate they are while tuning (Krishnakumari et al., 2020; Lee et al., 2018). My research adds to the discussion by 

looking into grid search optimization as an accessible technique to improve the precision of trained CNNs in 

processing satellite images. Our testing and observations confirm that grid search is able to enhance the performance 

of geospatial activities. 

5.1 Summary Findings 

Grid search has been shown in this research to help significantly in maximizing how well CNNs process satellite 

images. The results prove that the accuracy of segmentation is 4–6% higher, proving that choosing the learning 

rate and type of optimizer is very important. By tuning the learning rate, convergence became smoother, and 

optimizer choice (for example, Adam or RMSProp) had an effect on both how stable training was and the final 

accuracy reached, as previous researchers have shown in similar tasks (Kimura et al., 2020; Behera & Nain, 2019). 

Also, using the grid search method, it was possible to keep run time reasonable and the process easy to reproduce, 

appropriate for moderately complex and not very large tasks. Results show grid-tuned models performed much better 

on validation data when compared to the default ones results confirmed by studies on sentiment classification and 

iris recognition (Krishnakumari et al., 2020; Abarja et al., 2020). 

5.2 Practical Implications 

What we have learned from these studies is especially meaningful for practical geospatial uses. 

• If you adopt grid search, a simple tuning framework, you can easily improve CNN-based segmentation 

results compared to complex tuning strategies (Mandal et al., 2019). 

• Such additions can fit into the workflows used for many satellite assignments, including disaster 

preparedness, planning agricultural projects, and assisting in city planning (Ghassemi et al., 2019; Jia et 

al., 2019a). Sanbari said that correctly identifying flood-impacted areas or forested regions is mostly 

reliant on the precision of CNN-based classifiers. 

• In addition, the framework made here is designed for open-source sharing, so research teams and industry 

experts can replicate it for reliable, strong results at low cost. 

 

Sector Application CNN Benefit 

Disaster Management Flood area 

segmentation 

Faster, more accurate damage assessment 

Agriculture Crop monitoring and 

health mapping 

Improved vegetation classification accuracy 

Urban Planning Land-use 

segmentation 

Enhanced boundary delineation 

Defense & Surveillance Object detection in 

aerial images 

Higher detection confidence with tuning 

Table 3: Summary of Implications Across Sectors 

 

5.3 Future Research Directions 

Despite the successes of the grid search, it would be useful to compare it with Bayesian optimization, genetic 

algorithms, and harmony search (Jia et al., 2019b; Kapoor et al., 2017; Lee et al., 2018). When considering an 

extensive range of parameters or using limited computer power, these methods may do better than grid search. 

In addition, merging models such as CNN-RNN or Transformer-U-Nets is an area that can be assessed when working 

with satellite data containing time and context dependencies (Nomura et al., 2020; Wang et al., 2019). These 

architectures may also enhance the ability of systems to perform well in constantly changing conditions. Segmenting 

satellite data in real-time will be a significant advancement done inside LEO satellites. Applying well-configured 

CNNs in satellites could make it easy for them to make fast decisions independently, making a difference in urgent 

situations such as disaster management and securing borders. 

This research proves that systematic use of grid search, even at its most basic, can significantly improve complex 

things like segmenting satellite images. By encouraging approaches that are easy to reuse, understand, and 

customize, this study is valuable for the growth of intelligent geospatial systems. 
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