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ABSTRACT: 

Chronic Kidney Disease (CKD) is becoming an increasingly common health concern and, if not identified early, can 

result in severe complications and premature death. The integration of Artificial Intelligence (AI) and Machine 

Learning (ML) can assist in detecting CKD at earlier stages, potentially minimizing kidney deterioration. However, 

the lack of interpretability in AI models often deters clinical adoption. To address this, explainable AI (XAI) 

methodologies are employed to enhance the transparency of CKD prediction models. This project focuses on 

creating a data-centric and interpretable model that quantifies the influence of specific clinical indicators in 

forecasting CKD. The proposed approach utilizes an Extreme Gradient Boosting classifier with three key features—

hemoglobin level, specific gravity, and hypertension—validated using 5-fold cross-validation. The model 

demonstrates strong performance on new, unseen data, offering a cost-effective solution for early CKD diagnosis. 
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1. INTRODUCTION 

Chronic Kidney Disease (CKD) is recognized globally as a major public health challenge due to its increasing 

occurrence and potential to cause early death. It ranks among the few non-communicable diseases with a rising 

mortality rate over the past two decades, imposing a heavy load on healthcare systems. This burden is especially 

pronounced in low- and middle-income countries, where access to renal replacement therapies is often limited. CKD 

is commonly triggered by underlying conditions such as diabetes and high blood pressure, and it frequently coexists 

with cardiovascular diseases, which are leading contributors to early death among CKD patients 

 

RELATED WORK 

Chronic Kidney Disease (CKD) has been the subject of numerous studies aiming to improve early diagnosis using 

machine learning (ML) and artificial intelligence (AI) approaches. Prior research has extensively utilized classifiers 

such as logistic regression, support vector machines (SVM), decision trees, and ensemble methods like Random 

Forest and Gradient Boosting for CKD prediction. These models, while effective in identifying potential cases, often 

rely on a large number of clinical features, which can increase the cost and complexity of diagnosis. 

 

SYSTEM DESIGN 

This system design begins with dataset exploration and preprocessing, where missing values are identified and 

filled. 

The cleaned dataset is split into training and testing sets for model development. 

A machine learning module applies an Extension Stacking Classifier, incorporating the Extra Tree Classifier for 

improved performance. 

The trained model undergoes evaluation using multitask performance metrics to ensure reliability and accuracy. 

Finally, the results feed back into model refinement, supporting an efficient and interpretable CKD prediction 

system      
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     METHODOLOGIES 

1. Data Preprocessing: The dataset is explored for missing values, followed by cleaning and filling those 

gaps to prepare reliable input for model training.. 

2. Feature Selection: Specific critical features (hemoglobin, specific gravity, and hypertension) are 

selected to minimize cost and maintain accuracy. 

3. 3. Model Building: An Extreme Gradient Boosting (XGBoost) classifier is developed and trained on 

the cleaned data for predictive modeling. 

4.  Explainability Integration: eXplainable AI (XAI) techniques are applied to ensure interpretability of 

how each feature influences predictions. 

5. Validation: A 5-fold cross-validation strategy is used to evaluate the model's generalization and 

accuracy on unseen data. 

 

                                                                             5. RESULTS 

After login and successfully providing appropriate data we get the following resuts: 
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INPUT 1 

 
RESULT 1 

 
INPUT 1 

RESULT 2 
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CONCLUSION AND FUTURE WORKS 

This study presents the development and evaluation of an explainable prediction model for CKD early diagnosis. 

Using an automated optimization framework, the best combination of the ensemble tree algorithm and the number of 

features are selected to provide the best balanced model according to the classification and explain ability metrics. In 

this paper an explainable prediction model for CKD early diagnosis has been developed and evaluated using an 

XGBoost classifier that uses three features: hemoglobin, specific gravity, and hypertension. The model provides a 

good accuracy. The prediction model developed in this work achieved the classification performance of the best 

CKD prediction models identified in the literature with the least number of features selected compared to the other 

works. The paper concludes that the developed model provides a promising solution for developing countries as it 

results in a reduced cost of the early diagnosis of CKD. 
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