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ABSTRACT: 

Object Action Detection is an intelligent video surveillance system developed to strengthen home security by 

detecting abnormal human activities from recorded video footage. The system employs deep learning techniques 

to analyze 

Actions and identify any suspicious behavior within the home environment. 

At the core of the system is a Spatial Autoencoder, which enables effective and accurate detection of unusual 

activities in the video without high computational costs. Instead of relying on live streaming, the system processes 

pre-recorded videos, detects abnormal actions, and captures key frames where such activity occurs. 

When a suspicious action is identified, the system automatically generates a mail alert to the homeowner, attaching 

the relevant frame image for immediate review. These captured images are also stored for future reference, 

providing a reliable and intelligent way to monitor security events within the home from recorded footage.
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1. INTRODUCTION 

Abnormal activity detection plays a very important role in surveillance applications. To capture the abnormal 

activity automatically capturing the video needs to be implemented. Our Intelligent Video Surveillance System 

detects an abnormality in a video using deep learning techniques. The activities can also be detected in real time, 

and these video frames will later be saved as images in the system for the user to view. 

Activity recognition techniques use a model with computationally complex classifiers, creating hurdles in 

obtaining quick responses for abnormal activity. The system will detect abnormal activity with humans in the 

surveillance stream using an effective Spatial autoencoder. 

In modern surveillance systems, detecting abnormal activities in real-time is crucial for ensuring security and 

safety. Traditional surveillance methods require continuous human monitoring, which is inefficient and prone to 

human error. To address this challenge, our Object Action Surveillance System leverages deep learning techniques 

to automatically identify abnormal activities in video streams. The system employs an effective Spatial 

Autoencoder to detect anomalies in human activities within surveillance footage. By processing video frames, it 

ensures prompt detection of suspicious behaviors, allowing for responses. Additionally, the system stores captured 

frames of abnormal activities as images for further analysis. Object Action Detection encompass a broad range of 

applications aimed at enhancing security, situational awareness, and operational efficiency. This system utilizes 

advanced technologies, including machine learning and computer vision, to analyze video data in real-time or 

post-processing. The primary objectives of such a system include the identification, tracking, and analysis of 

activities within a monitored area.
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2. RELATED WORK 

Abnormal activity detection in surveillance systems is essential for security monitoring in public and restricted 

areas. Traditional methods, such as Optical Flow and Histogram of Oriented Gradients (HOG), faced limitations 

in accuracy and adaptability. With the advancement of deep learning, techniques like CNNS and autoencoders 

have improved real-time detection. Spatial autoencoders, in particular, excel in learning normal activity patterns 

and identifying deviations, making them effective for anomaly detection. However, challenges such as 

computational complexity, data imbalance, and generalization across different environments persist. Future 

research should focus on optimizing deep learning models, exploring self-supervised learning, and developing 

hybrid approaches for improved abnormal activity detection. 

Traditional approaches like background subtraction (Stauffer & Grimson, 1999) and optical flow (Horn & 

Schunck, 1981) have been widely used for video object detection. While background subtraction is simple and 

computationally efficient, it fails in dynamic or cluttered environments. Optical flow captures pixel-wise motion 

but is sensitive to noise and computationally intensive, making it unsuitable for real-time applications. 

The emergence of CNN-based methods revolutionized object detection. R-CNN (Girshick et al., 2014) introduced 

region-based feature extraction using CNNs but suffered from high inference times. This was improved by Fast 

R-CNN and Faster R-CNN (Ren et al., 2015), which integrated region proposal networks for faster processing. 

YOLO (Redmon et al., 2016) approached detection as a regression task and achieved real-time performance. Its 

subsequent versions (YOLOv3, YOLOv5, YOLOv8) improved both speed and accuracy, making it suitable for 

real-world scenarios. 

To utilize temporal information in videos, researchers proposed models like Deep Feature Flow (Zhu et al., 

2017), which propagates deep features across frames using optical flow, enabling faster detection while 

preserving accuracy. FGFA (Zhu et al., 2017) aggregates features across frames to handle motion blur and 

occlusion. T-CNN (Kang et al., 2016) uses tubelet proposals for tracking objects over time. 

ConvLSTM (Shi et al., 2015) combined convolutional operations with LSTM units to model spatio-temporal 

dependencies in video sequences, providing better continuity in detection. 3D CNNs (Tran et al., 2015) 

extended 2D convolution into the temporal domain to learn motion features directly from video inputs. More 

recently, transformer-based models like TimeSformer (Bertasius et al., 2021) have employed self-attention 

across spatial and temporal axes, achieving state-of-the-art results. 

 

3. SYSTEM DESIGN 
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4. METHODOLOGIES 

1. Video Acquisition: Users upload pre-recorded videos or capture real-time footage through a web  

interface. The input is sent to the backend for processing and analysis. 

2. Frame Extraction and Preprocessing: The video is split into individual frames using OpenCV 

and resized for uniform input. Preprocessing prepares the frames for accurate model detection. 

3. Abnormal Action Detection using Spatial Autoencoder: Each frame is passed through a Spatial 

Autoencoder to detect unusual behavior. High reconstruction error indicates abnormal activity. 

4. Alert Generation and Frame Capturing: When an abnormal event is detected, the frame is saved 

locally and emailed to the user. This ensures timely alerts with visual proof of the event. 

5. Data Storage and Event Logging: Detected events are logged in a MySQL database with frame 

details and file paths. This supports easy review and future reference of suspicious actions. 

 

                                                                             5.RESULTS 

The Object Action Detection system was successfully implemented and tested using various pre-recorded 

video samples depicting both normal and abnormal human activities in a home environment. The system 

accurately identified unusual actions such as sudden falls, aggressive movements, or unauthorized presence 

by comparing the input frame with learned patterns using the Spatial Autoencoder. Upon detection, the system 

promptly saved the suspicious frame, logged it into the database, and sent an email alert to the user with the 

relevant image attached. 

 

Detection Accuracy: The Spatial Autoencoder achieved a high accuracy in identifying abnormal frames. 

Timely Alerts: Email notifications were sent within seconds of detection, enabling fast user response. 
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Fig:5.1 Suspicious Activity Detection form Video 

 
5.2 Mail Alert Notification 

Fig:5.3 User Interface 
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7.CONCLUSION AND FUTURE WORKS 

Object Action Detection is a smart system that enhances home security by analyzing recorded video 

footage to detect unusual human activities. Using deep learning, it identifies suspicious behavior with 

high accuracy and low computational cost. The system captures key frames when abnormal actions 

occur and sends an email alert to the homeowner with the relevant image. This allows for quick 

review and provides a reliable way to monitor security events over time. The future work involves 

implementing real-time detection and alert systems through push notifications or emails, developing 

mobile applications for easy monitoring and alerts, integrating IoT devices like motion and 

temperature sensors to trigger surveillance, personalizing alerts based on individual user behaviour 

patterns, and enhancing security with facial recognition technology. 
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